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Abstract

Deduplication is widely used to effectively increase the logical capacity of large-scale
storage systems, by replacing redundant chunks of data with references to their unique
copies. As a result, the logical size of a storage system may be many multiples of the
physical data size. The many-to-one relationship between logical references and physical
chunks complicates many functionalities supported by traditional storage systems, but,
at the same time, presents an opportunity to rethink and optimize others. We focus on
the common task of searching for a byte string (keyword) in a large data repository.

The traditional, naive, search mechanism traverses the directory tree and reads
the data chunks in the order in which they are referenced, fetching them from the
underlying storage devices repeatedly if they are referenced multiple times. We pro-
pose a DedupSearch algorithm that operates in two phases: it first scans the storage
sequentially and processes each data chunk only once, recording keyword matches in a
temporary result database. It then traverses the system’s metadata in its logical order,
attributing matches within chunks to the files that contain them. The main challenge
is to identify keywords that are split between logically adjacent chunks. To do that,
the physical phase records keyword prefixes and suffixes at chunk boundaries, and the
logical phase matches these substrings when processing the file’s metadata. We limit
the memory usage of the result database by offloading records of tiny (one-character)
partial matches to the SSD/HDD, and ensure that it is rarely accessed.

We compare our DedupSearch algorithm to the naive one on datasets of three
different data types (text, code, and binaries), and show that it can reduce the overall

search time by orders of magnitude.
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Chapter 1

Introduction

Deduplication first appeared with backup storage systems holding weeks of highly re-
dundant content [ZLP08, WDQ"12, MB11], with the purpose of reducing the phys-
ical capacity required to store the growing amounts of logical backup data. This
is achieved by replacing redundant chunks of data with references to their unique
copies, and can reduce the total physical storage to 2% of the logical data, or even
less [WDQ"12]. Deduplication has recently become a standard feature of many stor-
age systems, including primary storage system that support high IOPS and low latency
accesses [SBGV12, ESKK'12]. Even with the lower redundancy levels in such systems,
deduplication may reduce the required physical capacity to 12%-50% of the original
data’s size [ESKK112].

Most storage architectures distinguish between the logical view of files and ob-
jects and the physical layout of blocks or chunks of data on the storage media. In
deduplicated storage, however, this distinction further creates multiple logical point-
ers, often from different files and even users, to each physical chunk. This many-to-
one relationship complicates many functionalities that are supported by traditional
storage systems, such as caching, capacity planning, and support for quality of ser-
vice [SCJ16, NYS20, HHS*19]. At the same time, it presents an opportunity to rethink
other functionalities to be deduplication-aware and more efficient.

Keyword search is one such functionality, which is supported by some storage sys-
tems and is a necessary operation for numerous tasks. For example, an organization
may need to find a document containing particular terms, and if the search is mandated
by legal discovery [Red01], is has to be applied to backup systems [Wit06] and docu-
ment repositories that may include petabytes of content. Virus scans and inappropriate
content searches may also include a phase of scanning for specified byte strings corre-
sponding to a virus signature or a pirated software image [WDF103, Kue(02]. Finally,
data analysis and machine learning tools often rely on preprocessing stages to identify
relevant documents with a string search.

Logging and data analytics systems support fast keyword searches by construct-

ing an index of strings during data ingestion [Ela, Spl]. While they provide very fast



lookup times, such indexes can consume a large fraction of the overall storage capac-
ity [MRYGMO01, MSS]. More importantly, they often assume a delimiter set such as
whitespace, which is not useful for binary strings or more complex keyword patterns.
For the latter, an exhaustive scan of the data is required. A Naive search algorithm
would process a file system by progressing through the files, opening each file, and scan-
ning its content for the specified keywords. Even without the effects of deduplication,
traversing the file system in its logical ‘tree’ order is inefficient due to fragmentation
and resulting random accesses. When deduplication is applied, a given chunk of data
may be read repeatedly from storage, once for every file it is referenced by.

We propose an alternative algorithm, DedupSearch, that progresses in two main
phases. We begin with a physical phase that performs a physical scan of the storage
system and scan each chunk of data for the keywords. This has the twin benefits of
reading the data sequentially with large I/Os as well as reading each chunk of data
only once. For each chunk of data, we record the exact matches of the keyword, if it is
found, as well as prefixes or suffixes of the keyword (partial matches) found at chunk
boundaries. We use the widely used [ACT75] string-matching algorithm to efficiently
identify multiple keywords in a single scan, as well as their prefixes and suffixes.

We then continue with a logical phase that performs a logical scan of the filesystem
by traversing the chunk pointers that make up the files. Instead of reading the actual
data chunks, we check our records of exact and partial matches in those chunks, and
whether partial matches in logically adjacent chunks complete the requested keyword.
This mechanism lends itself to also supporting standard search parameters such as file
types, modification times, paths, owners, etc.

The database of chunk-level matches generated during the physical scan can be-
come excessively large when a keyword begins or ends with common byte patterns or
characters, such as ‘e’. Our experiments show that very short prefix and suffix matches
can become a sizable fraction of the database even though they are rarely part of a
completed query. To maximize the memory utilization of the physical phase and the
throughput of the logical phase, we separate records of “tiny” partial matches into
a dedicated database which is written to SSD/HDD. This database is accessed only
when the tiny prefix/suffix is missing for completing the keyword match, i.e., when
the corresponding suffix/prefix are found in an adjacent chunk—an infrequent even in
practice.

We implemented DedupSearch search in the Destor open-source deduplication sys-
tem [FFH'15], and evaluated it with three real-world datasets containing Linux kernel
versions, Wikipedia archives, and virtual machine backups. DedupSearch is faster that
the naive search by orders of magnitude: its search time is proportionate to the physical
size of the data, while the naive search time increases with its logical size. Despite its
potential overheads, the logical phase becomes dominant only when the number of files
is very large compared to the size of the physical data, as is the case in the archives

of the Linux kernel versions. Even in these use cases, DedupSearch outperforms the



naive search thanks to its efficient organization of the partial results, combined with
reading each data chunk only once. These advantages are maintained when searching
for multiple keywords at once and when varying the average chunk size and number of

duplicate chunks in the system.
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Chapter 2
Background and Challenges

Data in deduplicated systems is split into chunks, which are typically 4KB-8KB in
average size. Duplicate chunks are identified by their fingerprint—the result of hashing
the chunk’s content using a hash function with very low collision probability. These
fingerprints are also used as the chunks’ keys in the fingerprint-index, which contains
the location of the chunk on the disk. When a new chunk is identified, it is written into
a container that is several MBs in size to optimize disk writes. A container is written
to the disk when it is full, possibly after its content is compressed. A file is represented
by a recipe that lists the fingerprints of the file’s chunks. Reading a file entails looking
up the chunk locations in the fingerprint index, reading their containers (or container

sub-regions) from the disk, and possibly decompressing them in memory.

Consider, for example, the four files in Figure 2.1(a). Each file contains two chunks
of 5 bytes each, where some of the chunks have the same content. The total logical
size of these files is eight chunks, and this is also their size in a traditional storage
system, without deduplication. Figure 2.1(b) illustrates how these files will be stored

in a storage system with deduplication. We assume, for simplicity, that the files were

/\//Q\

F{ [DEDUP] Pxxxx | DE?UP chxxx xxlgED UPCxxx
C 0 1 5L 2 3 B
[PXXXX IXXDED] Container 0 Container 1
[Pxxxx IUPXXX] (b) Deduplicated system
F4[XXDEDIUPXXX]

(a) Traditional system

Figure 2.1: Four files containing four unique chunks in a traditional storage system (a)
and in a deduplicated system (b).



written in order of their IDs, and that the chunks are all of size 5 bytes.! When
deduplication is applied, only four unique chunks are stored in the system, in two
10-Byte containers.

A keyword search in a traditional storage system would scan each files’ chunks in
order, with a total of eight sequential chunk reads. The same naive search algorithm
can also be applied to the deduplicated storage: following the file recipes it would scan
the chunks in the following order: Cy, C1,Cy, Co, C1,C3, Co, C3—a total of eight chunk
reads. If this access pattern spans a large number of containers (larger than the cache
size), entire containers might be fetched from the disk several times. Moreover, the data
in each chunk will be processed by the underlying keyword-search algorithm multiple
times—once for each occurrence in a file.

Our key idea is to read and process each chunk in the system only once. Our
algorithm begins with a physical phase, which reads all the containers in order of their
physical addresses, and processes each of their chunks. In our example, we will perform
two sequential container reads, and process a total of four chunks. The challenges in
searching for keywords in the physical level result from the fact that most deduplication
systems do not maintain “back pointers’” from chunks to the files that contain them.
Thus, we cannot directly associate keyword matches in a chunk with the corresponding
file or files. Furthermore, keywords might be split between adjacent chunks in a file,
preventing the identification of the keyword when searching the individual chunks.

Consider, for example, searching for the keyword DEDUP in the files in Figure 2.1.
The naive search will easily identify the matches in files F; and Fj, even though the
word is split between chunks Co and C3. The physical search will only identify the
exact match of the word in chunk Cjy but will not be able to correlate it with file F} or
identify F4 as a match.

To address these challenges, we add a logical phase following the completion of the
physical phase, that collects the matches within the chunks and identifies the files that
contain them. To identify keywords split between chunks, we must also record partial
matches—prefixes of the keyword that appear at the end of a chunk and suffixes that
appear at the beginning of a chunk. For example, in addition to recording the full
match in chunk Cp, the physical phase will also record the prefix of length 3 in the end
of chunk (s, and the suffix of size 2 in the beginning of chunk C3. We must also record
the suffix of length 1 in chunk C{, to potentially match it with the prefix DEDU, even
though this prefix does not appear in any chunk.

This introduces an additional challenge: some prefixes and suffixes might be very
frequent in the searched text. Consider, for example, a keyword that begins with the
letter ‘e’, whose frequency in English text is 12% [GJ18]. Recording all prefix matches
means we might have to record partial matches for 12% of the chunks in the system. In

other words, the number of partial matches we must store during the physical phase is

LAt the host level, files are split into blocks. We assume, for this example, that each host-level block

corresponds to a deduplication-level chunk.



not proportionate to the number of keyword matches in the physical (or logical) data.
This problem is aggravated if we search for multiple keywords during the same physical
scan. In the worst case, we might have to store intermediate results for all or almost
all the chunks in the system. In the following, we describe how our design addresses

these challenges.
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Chapter 3

The Design of DedupSearch

We begin by describing the underlying keyword-search algorithm and how it is used to
efficiently identify partial matches during the physical search phase. We then describe
the data structures used to store the exact and partial matches between the two phases.
Finally, we describe how the in-memory and on-disk databases are accessed efficiently

for the generation of the full matches during the logical phase.

3.1 String-matching algorithm

To identify keyword matches within chunks, we use the Aho-Corasick string-matching
algorithm [ACT75]. This is a trie-based algorithm for matching multiple strings in a
single scan of the input. We explain here the details relevant for our context, and refer
the reader to the theoretical literature for a complete description of the algorithm and
its complexity.

The dictionary—set of keywords to match—is inserted into a trie, which represents
a finite-state deterministic automaton. The root of the trie is an empty node (state),
and the edges between consecutive nodes within a keyword are called child links. Each
child link represents a state transition that occurs when the next character in the input
matches the next character in the keyword. Thus, each node in the trie represents
the occurrence in the input of the substring represented by the path to that node.
Specifically, each leaf represents an exact match of its keyword in their dictionary and
is thus an accepting state in the automaton.

In addition to the child links, a special link is created between node u and node v
whenever v is the longest strict suffix of u in the trie. These links are mainly used when
the matching of an entire keyword fails, and are thus referred to in the literature as
failure links. For example, Figure 3.1(a) illustrates the trie created for the dictionary
{DEDUP,UP}, where the dashed arrows represent the failure links.

The characters in the input are used to traverse the automaton. If an accepting
state is reached, the algorithm emits the corresponding keyword and its location in

the input. If the search fails in an internal node (i.e., when the next character in the

11



(a) Search trie (b) Reverse trie

Figure 3.1: The Aho-Corasick trie (a) and reverse trie (b) for the dictionary
{DEDUP,UP}

input does not correspond to any child link) with a failure link, this means that the
substring at the end of the link occurs in the input, and the search continues from there.
For example, if the input is DEDE, then after reading the first three characters we will
reach the node corresponding to DED. After the next character, E, we will backtrack
to the node corresponding to D, continuing the search from the same input location,
immediately transitioning to the next node by traversing the child link E. There is an
implicit failure link to the root from every node that does not have an explicit failure
link to another node.

The failure links guarantee the linear complexity of the algorithm: they prevent
it from having to backtrack to earlier positions in the input whenever one keyword is
found, or when the search fails. For example, when the string DEDUP is identified in
the input, the failure link to the node representing UP allows the algorithm to emit
all the keywords that occur in the input so far, continuing the search from the current
location. The overall complexity of the Aho-Corasick search is linear in the total length
of the dictionary plus the length of the input plus the number of keyword matches.

We use the Aho-Corasick algorithm with minimal modification to identify keyword
prefixes. When the end of a chunk is reached and the current state is an internal
node, then this node’s corresponding substring is the longest substring of at least one
keyword. We can traverse the path of failures links starting from this node and emit
all the longest prefixes found. For example, if the chunk ends with the string DEDU,
then the current state corresponds to this prefix of DEDUP. The failure link points to
U, which is the longest prefix of UP.

To identify suffixes at the beginning of a chunk, we construct a trie for the reverse
dictionary—the set of strings which are each a reverse of a string in the original dictio-
nary. We use it to search, in reverse order, the first n bytes of the chunk, where n is
the length of the longest string in the dictionary. For example, Figure 3.1(b) shows the
trie for the reverse dictionary of {DEDUP,UP}. To find the suffixes in chunk C3 from
Figure 2.1(b), we use this trie on the (reverse) input string “xXXXpPU”.

Partial matches. As demonstrated in Figure 2.1, keywords might be split between
adjacent chunks. Let n denote the length of the keyword, and p; and s; denote a prefix
and a suffix of length 4, respectively. p; and s; are considered prefix or suffix matches

if they constitute the last or first i characters in the chunk, respectively. A full match

12



j=1 2 3 4
i=1 0 [D+EDUP]
2 0 [DE+DUP]
3 0 [DED+UP] 2 [DED+EDUP]
4 0 [DEDU+-P]

Table 3.1: Partial-match table for DEDUP

occurs if the jth chunk in the file contains a prefix match of length ¢ and the (5 + 1)th
chunk (likely not stored consecutively with the jth chunk) contains a suffix match of
length n — i.

In some cases, a chunk may contain several prefix or suffix matches. For example,
chunk Cy in Figure 2.1(b) contains p3=DED as well as pyj=D. Thus, this prefix can
be part of two possible full matches if the following chunk contains either ss=UP or
s4=EDUP. To minimize the size of the partial results generated by the physical phase,
we record only the longest prefix and longest suffix in each chunk, if a partial match is
found. Note that if a chunk contains a prefix match of length ¢ (e.g., DED) and some
suffix of this prefix is itself a prefix of size j < i of the keyword (e.g., D), then the
partial match of p; is implied by the record of the match p;.

To facilitate the identification of all possible full matches, we construct, for each
keyword, the set of all prefix and suffix matches. For example, for the word DEDUP, a
full match can be generated by combining the following pairs of longest partial matches:
D+EDUP, DE+DUP, DED+UP, DEDU+P, and DED+EDUP. The pairs can be represented
by a set of integer pairs corresponding to the substring lengths: {(1,4),(2,3),(3,2),
(4,1),(3,4)}. This set is constructed offline, before the start of the logical phase. We
store it in the partial-match table, which is kept in memory for the duration of the
logical phase. It is implemented as a two dimensional array such that cell (7, j) holds
a list of all match offsets found in p; 4 p;. For example, Table 3.1 is the partial-match
table for keyword DEDUP, where the offsets are calculated with respect to the beginning
of the prefix. For example, the entry (3,4) indicates that a match begins two characters
after the beginning of the partial match DED. During the logical phase, when adjacent
chunks contain a prefix p; and a suffix s;, we check the table for the pair (i,j) to

determine if and where a full match is found.

3.2 Match result database

Exact matches. Exact matches are identified within individual chunks during the
physical phase. To record the existence of an exact match, we only need the offset of
its first character. We record the existence of an exact match by the offset of its first
character.A chunk may contain several exact matches, which would require recording
an arbitrarily large number of offsets. In practice, however, the vast majority of the

chunks contain at most one exact match. This led us to define our basic data structures
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| FP | [Prefix| | [Suffix| | # Exact | Offset |

FPRy 0 0 1 0
Fp 0 1 0 0
Py 3 0 0 0
P 0 2 0 0

Table 3.2: Chunk-result records corresponding to the system described in Figure 2.1

as follows.

Chunk-result record: this is the basic record of search results in a single chunk.
It contains five fields: fingerprint (20 bytes), longest prefix length (1 byte),
longest suffix length (1 byte), number of exact matches (1 byte), and offset of
the first exact match (2 bytes). The total (fixed) size of this object is 26 bytes, although
it might vary with the system’s fingerprint and maximum chunk sizes. Figure 2.1(c)
shows the content of the chunk-result records for the chunks in Figure 2.1(b), when
searching for the keyword DEDUP.

Location-list record: this is a variable sized list of the locations which is allocated
(and read) only if the chunk contains more than one exact match. The first field is the
fingerprint (20 bytes), and the remaining fields contain one offset (within the chunk),
each. The number of offset fields is recorded in the number of exact matches field
in the corresponding chunk-result record. The value 255 is reserved to indicate that
there are more than 254 exact matches in the chunk. In that case, we use the following
alternative record.

Long location-list record: this object is identical to the location-list record, except
for one additional field. Following the chunk fingerprint, we store the precise number
of exact matches, whose value determines the number of offset fields in the record.

Tiny substrings. Keywords that begin or end with frequent letters in the alphabet
might result in the allocation of numerous chunk-result records whose partial matches
never generate a full match. To prevent these objects from unnecessarily inflating the
output of the physical phase, we record them in a different record type and store them
in a separate database (described below). Each tiny-result record contains three fields:
fingerprint (20 bytes) and two Booleans, prefix and suffix, indicating whether the
chunk contains a prefix match or a suffix match, respectively.

The tiny-result records are allocated only if this is the only match in the chunk,
i.e., the chunk does not contain any exact match nor a partial match longer than one
character. For example, the chunk-result record for chunk C; in Figure 2.1(c) will be
replaced by a tiny-result record. Tiny-result records are accessed during the logical
phase only if the adjacent chunk contains a prefix or suffix of length n — 1.1

We use tiny-result records for substrings of a single character: our results show that

this captures the vast majority of tiny substrings. However, when searching for non-

L This optimization is not effective for keywords of length 2. We do not include specific optimizations

for this use case in our current design.
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ASCII keywords, we might encounter different patterns of tiny frequent substrings.
The tiny-result records could then be used for variable-length substrings which are
considered short. In this case, the record would contain an additional field indicating
the length of the substring. To improve space utilization, several Boolean fields can be
implemented within a single byte.

Multiple keywords. When the dictionary includes multiple keywords, we list
them and assign each keyword its serial number as its ID. We then replace the indi-
vidual per-chunk records with lists of <keyword-ID,result-fields> pairs. The structure
of the records (chunk-result, locations-list, and tiny-result) is modified as follows. It
includes one copy of the chunk fingerprint, followed by a list of <keyword-ID, result-
fields> pairs. The result fields correspond to the fields in each of the three original
records, and a pair is allocated for every keyword with non-empty fields. For example,
if we were searching for two keywords, DEDUP and UP, then the chunk-result object for
chunk Cj5 in Figure 2.1(b) would include the following fields:

| FP || ID | |Prefix| | [Suffix| | #Exact | Offset | ID | [Prefix| | |Suffix| | #Exact | Offset |
FrJol o [ 2 [ o [o J1[ o [ o | 1 o]

Database organization. We store the output of the physical search phase in three
separate databases, where the chunk fingerprint is used as the lookup key. The chunk-
result index, location-list inder, and tiny-result indexr store the chunk-result records,
location-list records, and tiny records, respectively. The first two databases are man-
aged as in-memory hash tables. The tiny-result index is stored in a disk-based hash
table. In a large-scale deduplicated system, chunks can be processed (and their results
recorded) in parallel to take advantage of the parallelism in the underlying physical

storage layout.

3.3 Generation of full search results

After all the chunks in the system have been processed, the logical phase begins. For
each file in the system, the file recipe is read, and the fingerprints of its chunks are
used to lookup result records in the database. The fingerprints are traversed in order
of their chunk’s appearance in the file. The process of collecting exact matches and
combining partial matches for each fingerprint is described in detail in Algorithm 1,
which is performed separately for every keyword.

This process starts by emitting the exact match in the chunk-result record, if a
match is found (lines 4-5). If the chunk contains more than one match, it fetches the
relevant location-list record and emits the additional matches (lines 6-9). If the chunk
contains a suffix, it attempts to combine it with a prefix in the previous chunk (lines
10-14). If the chunk contains a prefix or a suffix of length n — 1, then the tiny-result
index is queried for the corresponding one-character suffix or prefix (lines 15-22). Thus,

regular prefixes and suffixes (or tiny suffixes recorded in a regular chunk-result record)

15



are matched when the suffix is found, while tiny substrings are matched when the
respective (n — 1)-length substring is found.

The logical phase can also be parallelized to some extent: while each file’s finger-
prints must be processed sequentially, separate backups or files within them can be
processed in parallel by multiple threads. Even for a large file, it is possible to pro-
cess sub-portions of the file recipe in parallel. Both physical and logical phases can be
further distributed between servers, requiring appropriate distributed result databases.

This extension is outside the scope of this paper.
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Algorithm 3.1 DedupSearch Logical Phase: handling FP; in File F

Input: FPZ, FPifl, Ff)iJrla res;—1

1:
2:
3:

10:
11:
12:
13:
14:
15:
16:
17:

18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:
31:
32:
33:

res; < chunk__result[F P;]
if res; = NULL then
return
end if
if res;.exact matches > 0 then
add file name, match of fset to output
if res;.exact _matches > 1 then
locations < list__locations|F P;]
for all offsets in locations do

add file name, of fset to output
end for
end if
end if
if res;.longest_suf fix > 0 then

if res;_1 # NULL then
if res;_1.longest_prefix > 0 then
for all matches in
[resi—1.longest_prefiz, res;.longest_suf fiz] do
add file name, match of fset to output
end for
end if
else if res;.longest_suf fix =n — 1 then
tiny < tiny__result[F P;_4]
if tiny # NULL & tiny = prefix then
add file name, match of fset to output
end if
end if
end if
if res;.longest_prefix =n — 1 then
tiny < tiny__result[F P;+1]
if tiny # NULL & tiny = suffix then
add file name, match of fset to output
end if
end if

partial-match__table
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Chapter 4
Implementation

We used the open-source deduplication system, Destor [FFH"15], for implementing
DedupSearch (DSearch). The physical phase of DedupSearch is composed of two
threads operating in parallel: one thread sequentially reads entire containers and in-
serts their chunks into the chunk queue. The second thread pops the chunks from the
queue and processes them, as described in Sections 3.1 and 3.2: it identifies exact and
partial matches of all the keywords, creates the respective result records, and stores
them in their respective databases.

We used Destor’s restore mechanism for implementing the logical phase. Destor’s
existing restore is composed of three threads operating in parallel: one thread reads
the file recipes and inserts them into the recipe queue. Another thread pops the recipes
from their queue, fetches the corresponding chunks by reading their containers, and
inserts the chunks in order of their appearance in the file to the chunk queue. The last
thread pops the chunks from their queue and writes them into the restored file.

The logical phase uses the second thread of the restore mechanism. It used the fin-
gerprints to fetch chunk-result records, rather than the chunks themselves, and inserts
them into the result queue with the required metadata. An additional thread pops the
result records from the queue, processes them according to Algorithm 1, and emits the
respective full matches.

The implementation of the chunk-result index and location-list index is similar to
Destor’s fingerprint index. This is an in-memory hash table, whose content is staged
to disk if the memory becomes full. The tiny-result index is implemented as an on-
disk hash table using BerkeleyDB [SY91, Ora]. We used BerkeleyDB’s default setup
with transactions disabled, because, in our current implementation, accesses to the
tiny-result index are performed from a single thread in each phase.

We modified a publicly available implementation of the Aho Corasick algorithm in
C++ [Gil] to improve its data structures, memory locality, and suffix matching, and
to support non-ASCII strings. For best integration of this implementation into Destor,
we refactored the Destor code to use C++ instead of C. Our entire implementation

of DedupSearch consists of approximately 1600 lines of code added to Destor and is
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publicly available [Eli].
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Chapter 5
Evaluation Setup

For comparison with DedupSearch search, we implemented the traditional (Naive)
search within the same framework, Destor. Naive uses Destore’s restore mechanism
by modifying its last thread: instead of writing the chunk’s data, it is processed with
the Aho-Corasick trie of the input keywords. To identify keywords that are split be-
tween chunks, the last n — 1 characters (where n is the length of the longest keyword)
of the previous chunk are concatenated to the beginning of the current chunk.

We ran our experiments on a server running Ubuntu 16.04.7, equipped with 128GB
DDR4 RAM and an Intel® Xeon® Silver 4210 CPU running at 2.40GHz. The backing
store for Destore was a DellR 8DN1Y 1TB 2.5” SATA HDD, and the tiny-result index
was stored on another identical HDD. We remounted Destore’s partition before each

experiment, to ensure it begins with a clean page cache.

5.1 Datasets

Our goal was to generate datasets that differ in their deduplication ratio and con-
tent type. To that end, we used data from three different sources—Wikipedia back-
ups [Wika, Wikb], Linux kernel versions [Lin], and web server VM backups—and used
Destor to create several distinct datasets from each source. Destor ingests all the data
in a specified target directory, creating one backup file. This file includes the data
chunks and the metadata required for reconstructing the individual files and directory
tree of the original target directory. We created two or four versions of each of our
datasets, each with a different average chunk size: 2KB, 4KB, 8KB, and 16KB.

The Linux version archive includes tarred backups of all the Linux kernel history,
ordered by version, major revision, minor revision, and patch. The size of the kernel
increased over time, from 32 MB in version 2.0 to 1128 MB in version 5.9.14 (the latest
in our datasets). The last component of the version name indicates the patch number,
and, naturally, versions with only a few patches between them are similar in content.
Thus, by varying the number of versions included, we created five datasets that vary

greatly in their logical size, but whose physical size is very similar, so the effective
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Logical |Physical size + metadata size (GB)
Dataset size (GB) | 2KB 4KB 8KB 16KB
Wiki-26 1692 667+16| 861+9
(skip) 10.4% | 51.4%
Wiki-41 2593 616422 | 838+12
(consecutive) 24.6% | 32.8%
Linux-197 58 10+1 10+1 11+1 13+1
(Minor versions) 19% 19% | 20.7% | 24.1%
Linux-408 204 10+4 10+-4 1542 164-2
(every 10th patch) 6.9% | 6.9% | 7.4% 8.8%
Linux-662 377 10+7 1145 13+4 1743
(every 5th patch) 45% | 42% | 4.5% 5.3%
Linux-1431 902 10+18 | 11413 | 10+13 | 17+8
(every 2nd patch) 31% | 2.7% | 2.5% 2.8%
Linux-2703 1796 10434 | 10+26 | 13420 | 17417
(every patch) 25% | 2.0% | 1.9% 1.9%
VM-37 2469 145433 | 129418 | 156410 | 19245
(1-2 days skips) 72% | 6.0% | 6.7% 8.0%
VM-20 1349 143419 | 125410 | 150+6 | 181+3
(3-4 days skips) 12.0% | 10.0% | 11.6% | 13.6%

Table 5.1: The datasets used in our experiments. 2KB-16KB represent the average
chunk size in each version. The value below the physical size is its percentage of the
logical size.

space savings increases with number of versions. All our Linux datasets span the same
timeframe, but vary in the “backup frequency”, i.e., the number of patches between
each version. They are listed in Table 5.1.

The English Wikipedia is archived twice a month since 2017 [Wika, Wikb]. We
used the archived versions that exclude media files, and consist of a single archive
file, each. We created two datasets from these versions. Our first dataset includes 41
versions, covering three consecutive periods of 4, 5, and 15 months between 2017 and
2020 (chosen based on bandwidth considerations). To create the second dataset, we
skipped every one or two versions, resulting in roughly half the logical size and almost
the same physical size as the first dataset. See the full list of versions in Appendix A.

For experimenting with binary (non-ASCII) keywords, we created a dataset of 37
VM backups (. vbk files) of two WordPress web servers used by the Technion Computer
Science faculty, over two periods of roughly two weeks each. The backups were gen-
erated every one or two days, so as not to coincide with the existing, regular backup
schedule of these servers. The first dataset consists of all 37 backups. The second con-
sists of 20 of these backups, with longer intervals (three to four days) between them.

Table 5.1 summarizes the sizes and content of all our datasets.

5.2 Keywords

We created dictionaries of keywords with well-defined characteristics to evaluate the

various aspects of DedupSearch. Specifically, we strived to include keywords that ap-
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pear sufficiently often in the data, and to avoid outliers within the dictionaries, i.e.,
words that are considerably more common than others. We also wanted to distinguish
between keywords with different probabilities of prefix or suffix matches, and different
suffix and prefix length. Our dictionaries consist of multiple keywords, to evaluate the
efficiency of DedupSearch in scenarios such as virus scans or offline legal searches.

We started by sampling 1% of a single Wikipedia backup (approximately 1GB),
and counted the number of occurrences of all the words within this sample, using white
spaces as delimiters between words. As we expected, the frequency distribution of the
keywords was highly skewed. We chose approximately 1000 words whose number of
occurrences was similar (between 500 and 1000), and whose length is at least 4. For
each word, we counted the number of occurrences of each of its prefixes and suffixes in
the sample. We also calculated the average prefix and suffix length, which were less than
1.2 for all keywords. This confirmed our assumption that the vast majority of substring
matches are of a single character. We then sorted the keywords in descending order
of the sum of their prefix and suffix occurrences and constructed the following three
dictionaries of 128 keywords each: Wiki-high, Wiki-low, and Wiki-med contain keywords
with the highest, least, and median number of prefixes and suffixes, respectively.

We repeated the process separately for Linux using an entire (single) Linux ver-
sion, resulting in the corresponding dictionaries Linux-high, Linux-low, and Linuz-med.
We created an additional dictionary, Linux-line, that constitutes entire lines as search
strings, separating strings by EOL instead of white spaces. We chose 1000 lines with a
similar number of occurrences, sorted them by their prefix and suffix occurrences, and
chose the lines that make up the middle of the list.

For the binary keyword dictionary, we sampled 1GB from both of the VM backups,
and counted the number of occurrences of all the binary strings of length 16, 64, 256
and 1024 bytes. We chose strings with similar number of occurrences and the median
number of prefix and suffix matches. The resulting dictionaries for the four keyword
lengths are VM-16, VM-64, VM-256, and VM-102/. The statistics of all our dictionaries

are summarized in Table 5.2.
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Avg. pre/suf| Avg. Avg. Avg. keyword

Dictionary length # pre/suf | # occurrences length
Wiki-high 1.09 85.3 M 722 8.4
Wiki-med 1.10 422 M 699 7.8
Wiki-low 1.08 5.7M 677 6.0
Linux-high 1.09 64.8 M 653 10.5
Linux-med 1.20 328 M 599 104
Linux-low 1.13 5.7M 583 10.4
Linux-line 1.22 314 M 63 25.9

VM-16 1.00 8.7TM 31 16

VM-64 1.00 8.6 M 29 64

VM-256 1.00 8.6 M 27 256
VM-1024 1.00 8.6 M 27 1024

Table 5.2: Characteristics of our keyword dictionaries.
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Chapter 6
Experimental Results

The goal of our experimental evaluation was to understand how DedupSearch (DSearch)
compares to the Naive search (Naive), and how the performance of both algorithms is
affected by the system parameters (dedup ratio, chunk size, number of files) and search
parameters (dictionary size, frequency of substrings). We also wanted to evaluate the
overheads of substring matching in DedupSearch, and how it varies with these system

and search parameters.

6.1 DedupSearch performance

Effect of deduplication ratio. In our first set of experiments, we performed a search
of a single keyword from the ‘med’ dictionaries, i.e., with a median number of substring
occurrences. We repeated this search on all the datasets and chunk sizes detailed
in Table 5.1. Figure 6.1 shows, for each experiment, the total search time and the
time of the physical and logical phases of DedupSearch as compared to Naive. The
result of each experiment is an average of four independent experiments, each with a
different keyword. The standard deviation was at most 6% of the average in all our
measurements except one.!

We first observe that DedupSearch consistently outperforms Naive, and that the dif-
ference between them increases as the deduplication ratio (the ratio between the phys-
ical size and the logical size) decreases. For example, with 8KB chunks, DedupSearch
is 2.5x faster than Naive on Linux-197 and 7.5x faster on Linux-2703. The total time
of Naive increases linearly with the logical size of the dataset, as the number of times
chunks are read and processed increases. The total time of DedupSearch also increases
with the number of versions. However, the increase occurs only in the logical phase,
due to the increase in the number of file recipes that are processed. The time of the
physical phase remains roughly the same, as it depends only on the physical size of the

dataset.

!The standard deviation of time of the logical phase in the Linux datasets was as high as 15%, due

to the variation in the number of prefix and suffix matches for the different keywords.
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Figure 6.1: Search times of DedupSearch and Naive with one word from the ‘med’
dictionary. The numbers 2-16 in the x-axis indicate the average chunk size in KB.
Above Naive bar is how many times it is slower than DedupSearch.

Effect of chunk size. Chunk sizes present an inherent tradeoff in deduplicated
storage: smaller chunks result in better deduplication, but increase the size of the
fingerprint index. This tradeoff is also evident in the performance of both search algo-
rithms. The search time of Naive on the Linux datasets and most of the VM datasets
decreases as the average chunk size increases. While this increases the physical data
size, it reduces the number of times each container is read on average, as well as the
number of times each chunk is processed. On the Wikipedia datasets and on the VM-37
dataset with 16KB chunks, however, the increase in chunk size increase the search time
of Naive. The reason is their physical size, which is much larger than the page cache:
although fewer containers are fetched by Destor, more of their pages miss in the cache

and incur additional disk accesses.

The time of the physical phase in DedupSearch increases with the chunk size due to
the corresponding increase in the data’s physical size. This increase is most visible in
our Wikipedia datasets, which are our largest datasets. In contrast, the logical phase
is faster with larger chunks. The main reason is the reduction in the size of the file

recipes and the number of chunk fingerprints they contain. Larger chunks also mean
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Figure 6.2: Number of containers read in DedupSearch and Naive with one word from
the ‘med’ dictionary. The numbers 2-16 in the x-axis indicate the average chunk size
in KB.

fewer chunk boundaries, which reduce the overall number of partial results that are
stored and processed. These results were similar in all our datasets.

Figure 6.2 shows the amount of data read by both search algorithms on represen-
tative datasets. It confirms our observations that the main benefit of DedupSearch
comes from reducing the amount of data read and processed by orders of magnitude,
compared to Naive. For Naive, the amount of data read increases with the logical
size and decreases with the chunk size. For DedupSearch, the amount of data read is
proportionate to the physical size of the dataset, regardless of its logical size.

Effect of dictionary size. To evaluate the effect of the dictionary size on the
efficiency of DedupSearch, we used subsets of different sizes from the ‘med’ dictionary.
Figure 6.3 shows the results for the Linux-408 and Wikipedia-41 workloads with 8KB
chunks (the results for the other datasets are similar). We repeated this experiment with
two underlying keyword-search algorithms: Aho-Corasick, as explained in Section 3.1,
and the native C++ find, described below. Both implementations use the result records,
data structures, and matching algorithm described in Sections 3.2- 3.3.

When the Aho-Corasick algorithm is used, the chunks’ processing time (denoted
as ‘search chunks’ in the figure) increases sub-linearly with the number of keywords
in the search query. Nevertheless, the processing time is lower than the time required
for reading the chunks from physical storage, which means that the time spent in the
physical phase does not depend on the dictionary size. The logical phase, however,
requires more time as the number of keywords increases: more keywords result in more
exact and partial matches generated in the physical phase. As a result, more time is
required to process the result records and to combine potential partial matches. We
observe this increase only when the dictionary size increases beyond eight keywords. For
smaller dictionaries (e.g., when comparing two keywords to one) increasing the number

of keywords means that each thread of the logical phase processes more records per
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Figure 6.3: Search times of different number of keywords from the ‘med’ dictionary
with DedupSearch Aho-Corasick vs. DedupSearch C++ Find and 8KB chunks.

chunk. This reduces the frequency of accesses to the shared queues, thus reducing
context switching and synchronization overheads. For example, the logical phase of

Linux-408 with two keywords is five seconds faster than that with one keyword.

C++ Find [C++] scans the data until the first character in the keyword is encoun-
tered. When this happens, the scan halts and the following characters are compared
to the keyword. If the string comparison succeeds, the match is emitted to the output.
Regardless of whether a match was found or not, the scan then resumes from where it
left off, which means the search backtracks whenever a keyword prefix is found in the
data. This process is more efficient than Aho-Corasick when the number of keywords
is small (see the difference in the ‘search chunks’ component): it’s overhead is lower
and its implementation is likely more efficient than our Aho-Corasick implementation.
However, its search time increases linearly with the number of keywords: it exceeds the
time used by Aho-Corasick when the dictionary size is 8 or higher, and its processing

time exceeds the time required to read the physical chunks when the dictionary size ex-
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Figure 6.4: Breakdown of DedupSearch times of 128 words from all dictionaries and
8KB chunks.

ceeds 16 and 64, in Linux-408 and Wikipedia-41, respectively. The difference between
the datasets stems from their different content: the prefixes in the Linux dictionaries

are longer, which causes Find to spend more time on string comparison.

Effect of keywords in the dictionary. To evaluate the effect of the type of
keywords, we compared the search times of DedupSearch and Naive (Figure 6.4) when
using the full (128-word) dictionaries from Table 5.2 on four representative datasets:
Linux-408, Linux-2703, Wikipedia-41, and VM-20, all with 8KB chunks. The results for
all four binary (VM-*) dictionaries were identical, and so we present only results with
64-byte keywords. Our results show that in the physical phase, the time spent searching
for keywords within the chunks increases with the number of substring occurrences: it
is shortest for the ‘low’ dictionary and longest for the ‘high’ dictionary, where all the
keywords start and end with popular characters (e, t, a, i, o, and *_’). The duration
of the logical phase increases slightly with the number of substrings in the database,

because more partial results are fetched and processed.

Surprisingly, as the chunk processing time increases, the time spent waiting for
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disk reads decreases. This reduction is a result of the operating system’s readahead
mechanism: the next container is being read in the background while the chunks in the
current one are being processed. The page cache also explains the results of Naive: it
processes each chunk several times, but the processing time, which is higher with more
prefixes and suffixes, is not masked by the reading time: many chunks already reside
in the cache. Thus, Naive is more sensitive to the dictionary type when searching the

Linux datasets because they are small enough to fit almost entirely in memory.

6.2 DedupSearch data structures

Index sizes. Figure 6.5(top) shows the number of chunk-result, list-locations and
tiny-result records that are generated by the physical phase when searching for a single
keyword. Comparing the datasets to one another shows that the number of search
results (rightmost, white bar) increases with the logical size, while the number of result
records (i.e., objects stored in the database) depends only on the physical size. The
results of each dataset are an average of four experiments, with four different words from
the ‘med’ and ‘64’ dictionaries. Unlike the performance results, the standard deviation
here is larger because the results are highly sensitive to the number of substring matches
of each keyword. However, the trend for each keyword is similar to the trend of the
average in all the datasets.

This figure also shows that, in all the datasets, a large percentage of the records
are tiny-result records (note the log scale of the y-axis). Figure 6.5(bottom) shows the
size of each of the databases: the memory-resident chunk results and list locations,
and the on-disk tiny results. The tiny results constitute 62%, 84% and 98% of the
space occupied by the result databases in Linux-408, Wiki-41 and VM-20, respectively.
Storing them on the disk successfully reduces the memory footprint of both logical and
physical phases. The location lists occupy a small portion of the overall database size:
3%, 4% and 0% of the database size of Linux-408, Wiki-41 and VM-20, respectively.
There are, on average, 3.3 offsets in each location list. Separating these offsets into
dedicated records allows us to minimize the size of the more dominant chunk-result
records.

Figure 6.6 shows the number of result records for a representative dataset, Linux-
408 (the trend for the other datasets is similar), when varying the chunk size and the
keyword type. When the number of chunks increases (chunk size decreases), more
keyword matches are split between chunks. As a result, there are fewer exact matches
and fewer list locations, but more chunk-result records with prefixes and suffixes, and
more tiny-result records. The overall database size increases with the number of records,
from 0.82 MB for 16KB chunks to 2.28 MB with 2KB chunks.

The results of the different dictionaries show the sensitivity of DedupSearch to the
keyword type. Although the number of search results for the entire high, med, and

low dictionaries is similar, the number of result records generated during the search
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Dataset | # results | % matches # tiny # tiny | tiny
(M) split records (M) | accesses | hit rate

Wiki-26 1.52 0.05 3.90 1167 0.1

208.50 0.10 490.31 44,719 | 0.94

Wiki-41 2.34 0.05 3.67 1780 0.1

321.07 0.09 459.96 69,094 | 0.94

Linux-197 0.03 0.19 0.033 59 0.08

5.08 0.12 4.187 1,665 0.73

Linux-408 0.12 0.19 0.036 197 0.15

16.08 0.11 4.575 5,986 0.71

Linux-662 0.23 0.19 0.037 360 0.16

29.16 0.11 4.627 11,101 0.7

Linux-1431| 0.55 0.18 0.037 855 0.16

68.96 0.11 4.667 26,682 0.7

Linux-2703| 1.08 0.18 0.037 1673 0.17

134.65 0.11 4.680 52,391 | 0.69

VM-20 0.03 0.00 0.113 0 N/A

4.02 1.61 14.619 0 N/A

VM-37 0.06 0.00 0.116 0 N/A

7.24 1.61 14.965 0 N/A

Table 6.1: Percentage of keywords split between chunks and usage of the tiny-result
index. The numbers are from searching one (top) and 128 (bottom) keywords from the
‘med’” and ‘64’ dictionaries.

varies drastically. For example, there are 4% more keyword matches when searching
for the Linux-high dictionary than for Linux-med, but 55% [120%] more records [tiny
records] in the database. Thanks to the compact representation of the tiny records
(and their location on the disk), the database for Linux-high is only 16% larger than

that of Linux-med, and its memory usage is also only 15% higher.

All the tiny-result databases in our experiments were small enough to fit in our
server’s memory. The largest tiny-result database, 3.6GBs, was created when searching
for the Wiki-high dictionary on the Wikipedia-41 dataset with 4KB chunks. Neverthe-
less, we designed and implemented DedupSearch to avoid memory contention in much

larger datasets.

Database accesses. Table 6.1 presents additional statistics of database usage and
access during the search of keywords from the ‘med’ and ‘64’ dictionaries (on the 8KB-
chunk datasets). The top line for each dataset presents an average of four experiments,
each with a different word from the dictionary. The bottom line presents results for
searching the entire dictionary. Less than 0.2% of the keyword matches were split
between chunks in the textual (Linux and Wikipedia) datasets. The percentage of split
results was higher in the binary datasets because the keywords in the dictionary were

considerably longer.

The number of accesses to the tiny-result index increases with the dataset’s logical
size and with the number of keywords. However, we note that it is still several orders of

magnitude lower than the number of records in the database: thanks to our substring
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Logical | Physical | Dedup | Naive | DedupSearch time
Dataset size (GB) |size (GB) | ratio | time (logical)
Wiki-1 76 76 99.8% | 616 620 (11.1)
LNX-1 1 0.8 80% | 7.4 6.7 (0.6)
LNX-1-merge 0.82 0.78 95% | 6.2 6.1 (0.1)
LNX-408 204 17 7.4% | 926 231 (121)
LNX-408-merge 169 19 11.2% | 768 203 (28)

Table 6.2: The properties of the datasets created from a single archived version with
8KB chunks, and the time (in seconds) to search a single keyword from the ‘med’
dictionary.

matching algorithm, the tiny-result index is accessed only when the rest of the keyword
is found in the chunk. The probability that the missing character is found in the
adjacent chunk (‘tiny hit’) depends on the choice of keywords. For comparison, the
percentage of successful substring matches out of all attempts is approximately 5% in
the Linux datasets and 30% in the Wikipedia datasets. These differences are due to
the different text types in the two datasets, and to some short (4-letter) keywords in
the Wikipedia dataset.

Although the number of accesses to the tiny-result index can be as high as hundreds
of thousands when searching large dictionaries, these numbers are orders of magnitude
smaller than the random accesses that Naive performs when fetching the data chunks
in their logical order. Furthermore, repeated accesses to the index result in page-cache

hits, as the operating system caches frequently accessed portions of the index.

6.3 DedupSearch overheads

In addition to the datasets described in Table 5.1, we created three small datasets, each
consisting of a single archived Linux/Wikipedia version. Table 6.2 shows the charac-
teristics of these datasets. They exhibit the least amount of deduplication, allowing us
to evaluate the overheads of DedupSearch in use-cases where its benefits are minimal.
The table also shows the time spent by Naive and by DedupSearch when searching a
single keyword from the ‘med’ dictionary.

In the Wikipedia dataset, which exhibits minimal deduplication, DedupSearch is
slower than Naive by 0.8%. The reason is that Naive emits its search results as soon
as the chunks are processed, while DedupSearch requires the additional logical phase.
DedupSearch reads and processes 20% and 0.02% less data, respectively (recall that
data is read and processed in the granularity of containers and chunks, respectively).

In the Linux dataset, the physical size is 20% smaller than the logical size, and thus
the physical phase of DedupSearch is shorter than Naive’s total time. The logical phase
on this dataset, however, is 600 msecs, which are 9% of the total time of DedupSearch.
The reason is the large number of files (64K) in the single Linux version. The logical

phase parallelizes reading the file recipes from disk, fetching chunk results from their
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database, and collecting the full matches for the files. As the number of files increases,
the overhead of context switching and synchronization between the threads increases.

To illustrate this effect, we include a merged dataset of the same Linux version,
where the content of the entire archived version is concatenated into a single file. The
physical size of Linux-1 and Linux-1-merge is similar and so is the time of the physical
phase when searching them. The logical phase, however, is six times shorter, because
it has to process only a single file recipe. We repeated this experiment with a larger
number of versions: we created the Linux-408-merge dataset by concatenating each of
the versions in the Linux-408 dataset into a single file. This dataset contains 408 files,
compared to a total of 15M files in Linux-408. The logical phase when searching the
merged dataset is 4.3x faster. This effect also explains the long times of the logical
phase when searching the Linux datasets (see Figure 6.1). The number of files in each
Linux dataset increases from 4.3M in Linux-197 to 133M in Linux-2703. We conclude
that the overheads of DedupSearch are low, even when the deduplication is very low.
When deduplication ratios are high, these overheads become negligible as DedupSearch
is faster than Naive by orders of magnitude.

DedupSearch performs extra processing per chunk in order to create and store the
records, which is not done by the naive search. To analyze the data processing stage,
we created additional 5 backups with no duplicates of container-sized (4 MB) samples
from Wikipedia. The data is read from disk in advance and remains in memory for
the duration of the experiment, to eliminate I/O delays. We measured the time of the
processing thread of the physical phase (containing the keyword search algorithm and
storing the records) and compared it to the processing time of the naive search. We
performed a search with one and 128 keywords from the ‘high’ dictionary. With one
word, DedupSearch and the naive search spent the same time for processing the data.
However, with 128 keywords the processing thread of DedupSearch ran 32% longer
than that of naive. The reason is that because the naive search immediately outputs
the matches, while DedupSearch stores the partial records for later use. At the same
time, the amount of records DedupSearch stores is not proportional to the number of
matches, especially in the ‘high’ dictionary. With 128 keywords there are hundreds of
records whereas with 1 keyword there were only dozens.

To conclude, in the rare case that the CPU is the bottleneck, the main influence
is the data processing stage. Namely, the performance of DedupSearch compared to
that of naive depends on the amount of data on which the string-matching algorithm
is performed. Therefore, it is influenced by the deduplication ratio of the data and the
number of keywords. Under such conditions, the naive search has to process at least
0% - 30% more data so DedupSearch would be more reasonable to use. In the common
case that the I/O is the bottleneck, DedupSearch outperforms the naive search. The
DedupSearch physical phase is faster than the naive search by orders of magnitude
thanks to the reduction of the amount of data read. The logical phase time depends

on the metadata size, which is mainly affected by the number of files and fingerprints.
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However, the logical phase time is the same order of magnitude as the physical phase

time.
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the corresponding database sizes (bottom).
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Chapter 7

Discussion

Extended search options. The basic design of DedupSearch lends itself to several
straightforward extensions that can enhance the functionality of the search. The first
is the use of “wildcards’—special characters that represent entire character groups,
such as numbers, punctuation marks, etc. One challenge is that, if the character group
includes too many common characters, then the tiny index might include records for
all the chunks in the system. DedupSearch prevents the tiny-result index from filling
the memory, and limits the accesses to it during the logical phase, which should suffice
for addressing this challenge.

Grep-style ‘¥’ wildcards can be supported by creating a dictionary that includes all
the precise (non-*) substrings in the query. The traversal of the file recipe during the
logical phase would have to ensure that they all appear in the file in the correct order.
A similar mechanism could be used to search for keywords that appear within a certain
distance from one another, within the same file.

It would be more challenging to support keywords that span more than two chunks.
To identify such keywords, it is not sufficient to record keyword prefixes and suffixes
at chunk boundaries. We would have to also identify chunks whose entire content
constitutes a substring of the keyword, attempting to match the chunk content starting
all possible offsets within the keyword. Supporting regular expressions is similarly
challenging, because the matched expression might span more than two chunks.

In some cases, one would like to search in a specific folder of the file system, or a
certain user of VM that uses deduplication, while DedupSearch is built for scanning
all the files in the file system. Using DedupSearch over a portion of the files in the
system might not be as efficient as searching the entire file system, compared to the
naive search. The effect on the duration of DedupSearch will not be significant, as it
still has to perform a full physical scan, which is the main time consumer. We expect
the logical phase to consume less time and be a negligible part of the overall time, as
its time strongly depends on the number of file recipes, corresponding to the number
of files that are been searched.

Approximate search. Some applications of keyword search do not require the full
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output generated by DedupSearch. For example, if the application only requires the
list of files containing the keyword, without the offset of all the keyword occurrences
within the file, the logical phase can stop processing a file’s recipe as soon as a keyword
is found. This search option would also eliminate the need for the location-list records.
An accelerated, best-effort search could focus on exact matches within a chunk, trading
the accuracy guaranteed by the substring matching in Algorithm 1 for a faster search.

If the set of keyword delimiters is known in advance, e.g, are guaranteed to be white
spaces and punctuation marks, the system’s chunking mechanism could be modified to
ensure that chunks always begin with a delimiter. This would eliminate the need for
finding, recording, and matching keyword prefixes and suffixes. On the other hand, it
would also preclude the ability to search for keywords that contain these delimiters,
such as entire sentences or non-ASCII strings.

Additional applications. The mechanisms used in DedupSearch might apply
to additional domains. Dividing the search into a physical and logical phase can po-
tentially accelerate keyword search in highly fragmented or log-structured file systems
where logically adjacent data blocks are not necessarily physically adjacent. DedupSearch
can also support copy-on-write snapshots where physical data blocks belong to more
than one snapshot.

Recipe-assisted search. It is possible to eliminate the need for the tiny-result
index by modifying the structure of the system’s file recipe. Namely, we can store
the first and last byte of the chunk in the file recipe, with its fingerprint. These bytes
correspond to the first and the last characters in the chunk, and thus, if these characters
constitute a tiny substring of a keyword, it will be accessible via the file recipe. This
addition would affect the logical phase as follows. When discovering a substring of
length nl, we can replace the tiny-result lookup (lines 22 and 29 in Algorithm 1)
with checking the respective (first or last) byte of the adjacent fingerprint in the file
recipe. This alternative will eliminate the disk space requirements for the tiny-result
index, as well as the overhead of inserting tiny results into this index. The cost of this
modification is the increase in the file recipe size. For example, if the fingerprint size is
20 bytes, then adding two bytes for each chunk will increase the recipe size by at most
10%, depending on the additional metadata stored in the recipe. This is a reasonable

tradeoff in systems that perform full-scale searches frequently.
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Chapter 8

Related Work

Deduplication is a maturing field, and we direct readers to survey papers for general
background material [PP14, XJF*16]. Our DedupSearch technique follows on previous
work that processed post-deduplication data sequentially along with an analysis phase
on the file recipes, which has been applied to garbage collection [DDS*17, DJST19]
and seeding during data migration [NYS20]. We leverage the basic concept of such
work by processing the post-deduplication data with large, sequential 1/Os instead of
performing a logical walk through the file system with related random I/O. Thus far, we
have not found previous research that optimized string search for deduplicated storage.

String matching. String matching is a classical problem with a rich family of
solutions that are used in a variety of areas. The longstanding character-based ex-
act string matching algorithms are still at the heart of modern search tools. These
include the Boyer-Moore algorithms [BM77], hashing-based algorithms such as Rabin-
Karp [KR87], and suffix-automata based methods such as Knuth-Morris-Pratt [KMP77]
and Aho-Corasick [AC75]. ACCH [BBK12] accelerates Aho-Corasick on Compressed
HTTP Traffic by recording partial matches in referenced substrings. GPU-based string
matching is used in network intrusion detection systems [VI10, YCD™06].

Approzimate string matching searches for an approximate pattern, and not nec-
essarily an exact one. Methods include online algorithms such as [WF74] and the
bitap algorithm used for the Unix agrep utility [BYG92], and faster offline algorithms
that use indexing of various types. These methods are used for various tools such as
spell-checking and spam-filtering [Gus97], and searching within DNA patterns. These
algorithms are used in both software- and hardware-based search paradigms. The
string-matching algorithm is orthogonal to the main design principles of DedupSearch.
Thus, it can be extended to utilize most of these advanced mechanisms.

Indexing. Offline algorithms use indexing to achieve sub-linear search time. In-
dexing methods include suffix-trees [Gus97] metric trees, [BN98] and n-gram methods
INBYSTO1], and more recently, the rank and select structure is used in compressed
indexing [FLPP09]. Indeed, many systems scan their dataset in advance to build an

index mapping from terms to their locations. This is a common approach when queries
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are frequent and latency must be low. For example, Elasticsearch [Ela] and Splunk [Spl]
support log search with a large indexing system combined. CLP [RLY21] reduces the
size of their index by mapping structured compressed logs. Apache Solr [Sol|, an open-
source enterprise-search platform, performs full-text search based on indexing, and
post-search ranking of the outcome.

A downside of building a full index is that it precludes searching keywords that are
not indexed, such as full sentences or arbitraty binary strings. More importantly, its
size might become a substantial fraction of the dataset size. Melink et al. [MRYGMO1]
found that an index for web content was 5-7% of the dataset size when using whitespace
as a delimiter. The index built by Microsoft Search may take 10% or more of the total
capacity [MSS]. Our approach is more appropriate when queries are infrequent and
moderate latency is acceptable such as in legal discovery, where a court may order a
company to identify emails or other records relevant to a legal proceeding, including a
search of backup storage systems [Red01, Wit06].

Near-storage processing. DedupSearch can be viewed as a form of near-storage
processing, where the storage system supports certain computations in attempt to re-
duce unnecessary I/O traffic and memory usage. For example, YourSQL [JBY'16]
can accelerate certain data-intensive queries: it filters data by offloading scanning to
programmable SSDs. REGISTOR [PYY19] accelerates regular expression matching by
similarly offloading the task to programmable hardware on the SSD. Unlike these ap-
proaches, DedupSearch does not require dedicated hardware modified storage interface.

At a larger scale, BAD-FS [BTAD™'04] orchestrates originally-uncoordinated large,
I/O-intensive batch workloads on distributed storage nodes to minimize I/O and wide-
area traffic. Quiver [KS20] similarly coordinates batches of gradient descent training
jobs to maximize its cache utilization. The design of DedupSearch is considerably
simpler than these system, but it shares their underlying principle: that data is fetched

and/or processed once for use in several relevant contexts.
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Chapter 9

Conclusions

We redesigned the fundamental storage function of string search to be aware of dedu-
plication in storage systems. We present a two phase search algorithm: the physical
phase scans the storage space and stores matches per chunk. Also partial matches are
stored, as a keyword can be split between two chunks. To handle the large number of
records we store most of them on the disk, while only the popular are in memory. The
logical phase scans all file recipes and uses the chunk level results to collect all matches
and checks partial matches of adjacent chunks for split matches.

Our evaluation demonstrates significant savings of time and reads of DedupSearch
in comparison to the naive search, thanks to the physical scan that reads duplicated
chunks only once. DedupSearch keeps outperforming naive on all our experiments, in
which we study the effects of deduplication ratio, chunk size, searched keywords, and
other parameters. The analysis shows that naive’s run time increases as the logical size
grows, while the run time of DedupSearch shows little difference. DedupSearch has
a minor memory footprint and a minimal disk accesses thanks to our data structures

optimizations.
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Appendix A

Wikipedia Datasets Versions

The dates of the versions included in each Wikipedia dataset are listed below. They
were chosen based on their availability and frequency.

Wiki-26:
Taken from [Wika]: Janury 1st 2017, Febuary 1st 2017, March 1st 2017, April 20th
2017, June 1st 2017, July 20th 2017 September 1st 2017, October 20th 2017 December
1st 2017, January 20th 2018, Febuary 20th 2018, March 20th 2018, September 20th
2018, October 20th 2018, November 20th 2018, December 20th 2018, January 20th
2019, February 20th 2019, July 20th 2019, February 1st 2020, March 1st 2020, April
1st 2020
Taken from [Wikb]: September 20th 2020, October 20th 2020, November 20th 2020,
December 20th 2020

Wiki-41:
Taken from [Wika]: January 1st 2017, January 20th 2017, February 1st 2017, February
20th 2017, March 1st 2017, March 20th 2017, April 1st 2017, April 20th 2017, May 1st
2017, May 20th 2017, June 1st 2017, July 1st 2017, July 20th 2017, August 1st 2017,
August 20th 2017, September 1st 2017, September 20th 2017, October 20th 2017, De-
cember 1st 2017, December 20th 2017, January 1st 2018, January 20th 2018, February
20th 2018, March 20th 2018, October 20th 2018, November 1st 2018, November 20th
2018, December 1st 2018, December 20th 2018, January 1st 2019, January 20th 2019,
February 1st 2019, February 20th 2019
Taken from [Wikb]: September 20th 2020, October 1st 2020, October 20th 2020,
November 1th 2020, November 20th 2020, December 1st 2020, December 20th 2020
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PPOMP-INN MNINNKN VIDN DIPINONI DYNNYHN DX INIPN ITO2 INIPHN NP 0PN
P2 NONAN NPND DIVY VIDND NN WIPNN NN NIPRD 7192 95 o (Aho-Corasick)
,P1922 YI9’N MNRNN NNINND MNIYAN NNID DXON»NN NN 1901 ,YAIP OV DIAPY DDA 1Y
MNYI VISNN NI DY NIRDN NHINRNND DV NIPN2 VN 25WN IRIPD DXNINI TONA NNYI 1IN
NONN2 VIPNN ND DY ROD NNONN OV NIPNA .IRNNDI NN 1AV PI1DAN NOANND VDN NN
MIVUN 2DVAY T INSNY YONDPNN NOPD/NYIN TN NN NNYI 7103 NP0 1YY XY IN P1va
TN TN IDIND PTHD MYN0PNN TINRD ININD NHNRNND OHYIN PPONN INRNNN ON 91720 YO

DY MNP MPD/MYI DY YMRYPN DY 101D PPOND 11PN RPD/NXWIN NN 2DIY

.DININ TONAY 072N MNNIND DXON»NN) DNIAPN MDD DY NYND NPPID DXYNIN MWD 1DV
P17 ,YASN NIV DOY LYTHN DY DPIYAY MONYNNY YANN MY2A0N 1070 DXN¥APN DI
INAD YANND NIV ORD 21T ,7PPON DNRNN DY 09PN 70PN IN INDND NNNNN W DN

9NN N NN OVNY NPPON INXIND 192N YAph DDA

VT NPND D12 IPHan NPPIDN TONNI MANYNY NPPINM MINDHNN MININN DY NN ToN
DXNI NOY DMDIN .TPIYNI MXIAI NN NI (N9DN / NYIN IN) VISNN NOMIYD Thyna
NN YTV ,DNNN TON DTHN XMYNYN PON NNND MO MNP MODI MY DY MNNNNY
NPSVIVNIN NI TN PNND ONINVOND DY NIANN AONAY D) DY MINININ MR PON
DY DPID2 MNNMN DPTINY MNHIND NN OTI9N NN PN DY NTIAYN IN DY»D yTynv
N TN MPDY MY SV MNRNN 0Y (tiny-result) MYt MRNIN DPTIND YDA YN
)2 9D .01 MPTNA DHNHA PON DOV MIVYPN POIT VW) MPYD MNIND OPTHN T2
PONP-INN VINN DNINON D2APNI MNIND NN DY VISNA TOMIN PPON D Oy DNYINONND
9NN MM YD DY D»IaN MNNIN NNWYI NN DMV 7192 D55 9Papna 0oon Nnd vwanh N1

DPNNN MOYN DANPNN DM O8APN OYIDY NDIY DIPINONND HINA DY NDIYN TNND
NN SY 022 190N 1D TPONINN PTOPN DY 20 1901 ,(Linux) DY MND 1900
TOINA DNV PV OOTHIA VIDY TIN MXDI 110D 1WIY NOIYN No 935 (VM) nrHniwom
95 May VISN M OV MNP NI )0 MO .INY DM 190N DV NOYOIM INPIONTTN
VION 1990V DD 90N NYNI INAP DI MO MYIN MMNOY Pa OOTaN 0y NOIYN

INOY MNP OV VISN Pa ARV MNYD MOIYN2 NTHA NDoMm

N L,POX TN YN MNS NNP 191 YN VIPNAN TN PN NDOY DIPINONNIY PN OMUN2
N2 DIPNA NNX OYS 91950 YTNN NNAIP DY Nyswnn mM>ota yM an NpPIon TONn moa
121y PNNN VINN AT IDNY ,NOIYNI DXAP ANV WY DD TINNND YNIN VINN TYN .0y
021920 NP JAT 211D 195002V ,INN JIT DY IMIYNYNN PONN XN MMON 2AOWN .0YNa P9
MDDV YD TINNM PHAN 2OV PO JIT VYN NPIY PNDN ADYN .0NA VIPND D TIN
TIDY 0N . DPIYAN MLVPN MAPY I DNIPN 19002 7»DY MIAPYA J0 — DOTH DNIPN
NN .PNNN VIDANY 1) YNIN VISSNY D TPNDN NPPI0N NN TIND D227 DOVP DXNAP SV
TON NN MPTHM DPIYA NAIND NPRNND YVISNND NP MNYY O'NI NMIANY NIYYNN NN
0NMN ToNNn 98% Ty aAYND MNP PINN YVIDND NOY NPSHIVOIND ,NNE DY .0NNIN
MOYNN MY M ,WIPNN Nt DY 7NN Nyawn oy (DRAM) »wxIn PIotd yInn ON

.D”WNN 0NN MAND

ii
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YOPMINDD YN NI DINNND NP MY 03770 NNR XN (deduplication) P8pYaTT
TIND A2V YT MINNY ND) MIIYN NIY NPHI DNM DOWN .IDTY PONN MOIYNI
TPNPOMTT ,ANINND . ND2AD HY NDITY MND DN NOND MOIYNI YN )PYav J9IN .29t
MOIND (D200 TN ,NAVIY MDY 15I8D) NPYYRIT PONN MIIYNI D) YIPWO NDId)
PNPIOTT .M NONN MOIYNA NN DYV DY 1N Nann ot M (I0PS) npana
IVANNY NN ,PI192 D SV STIN Py DwaNNna YN HY 09195 (chunks) opva neonn
MDD NI DY FYRI NONN MDY NAY .NOIYNN OV 397 NINK DITH 2D D2IN) NOY JONND
VITTN OHAN NAIN IMID) 8 TY 2 29 WINTN OHAN NAIN NN POPND MIYY MINPONTT ,ND1M)

A1 50 29 S PNOOND IND NP N2 MIIYNIAY Tiya o0 naxn 1/8 Ty 1/2 i

NN HY INON VNN PA NPNAN TPKPIONTTA NNN DY NONN NIIWN KV NNOPYIIIND
("2 DLVPPAR ,DPIYI) DNIPY DNYNN ONON VNN .ND°DAIY AN VNN PAY PNONND
770 Y915 Y21p 01> (file recipes) "D2¥AP MDD’ 1T HY DNINPNII WHNWNIN T DY DANDIV
D770 NN 01X | (fingerprints) YANN MYV DRIPIN ,NP9INVIP 9127Y NIIPND 1ITY HV
DN ,NMD951 0N YN HY PV DNYNN DN VNN YDPN DR DDOINY DPYIN

LOINT J9IND JONND ")

MONY NIN ,OUND .M MDPYN WINID IXININ DHINKD VISSH N»YAI TP 1OV IpNna
N2 NIIYNA VIDN YNID NP DD DHIVIN DODONY DONDN NINND YWITI NYLavNn
0'N3 MNINHD INN NPPID DY 20V 51900 OMVYY NN KD 191N VIM DO MPPID ;09T
D5 DINNDN POY DXTPN TIDYI MNIND VIFN ;TPONTP MIDIND IN DI MNNIND ,NPNAD
VIDND TPIVAN N:MYN NNND MIYY YNNI NN MY DY DPTIR 12 0NN DTN Mn%
2Y THRNDN 2170 59150 NONRN NN 21T PON INND J1DY MO OPTYRY NN PIONND ,MNIND

DN MININD NAY MWDV IPRY NN WD DX DN

NNPNS ,NPPINN DY 92yN MYNNNI DXNAPN NOIYN NN PND I3 0PI H1PNN VIPNN OMION
SV NP LIINPIONTT RO IDAN WINN NDM NAY DIDIN DY NP0 DNAPNN THN DD SV
DY NOIYNA .PONNRND NOIYN 239 HY NN YAIPN 1IN IYUNRD 1YY NN OND 19N NP DD

DY DWANN DONAP 1ND DX NONND NIIYNN 2 W XIAPAID WY 1N 719, 1PNP99TT

DOYNAN NYNIN 2OWA .07y DXADY YN 207NN DD WIDMN DIMINON NN DXINN DN
12210 N NP0 IPNN DD NAY YT 2192 YD OV NPT )YONNND NOIYN OV N NI
NNV YN OV NNT ANIPD 1D ,PI02 DD SV NTTIAN NP MDA YT MNS NNIPD
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VAT DIWITPNIY DY AT N9Y MOPIT POV DNIND NPy NTIN MTIND MNN¥I2 ,NNYNID WNIA
NDVYN DY DTN NIVYI DY NN .WTNHN DY 532 1IWNIM NYPNN DI DY VYV DINNNDY 19
NI 10 99N NP TYYAY PIN? NINK NTIAY DY NI IRV DY NN PPN DY NS Namwn
SR

NPIYNN VIND NTIPI O DXITNIN MIPYIN MINYN DY PO (929) 9929 MVPITO N2 NN
AMYY PPONP-INN DIPININ YD 290 YPON DY 210NN NN DTN .APYYNn DY

oY1 AWOAN PV NN Y02 DPD KD 02 1DNNY DY 9N TPOY NND NINY DTN AN
5" 2T NADDY [, ONTPRD TITH DX OO DNNNN MPYNY MTX XNADY NN .IPOHDYRD DNANN
DV PN THRNY DY NYN D990 5N 70 NTIN 1OV NNAYNN YIDN PNYY NP N VY DY
Sava

TN TIND D290 DNRY DY ,DTDN oNNa YNYOIY »IanY DTN ,D2aN DININN
LMY 1290 NN NOPD TPNNN NN 109NV DY 12100 1100

>T-DY TN (807/20 'ON) Nt IPNN OMNONVYNA N2TIN NPADIN NININN DY 11DV DTN N
VTR0 TPOINDD YIPN
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