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Abstract

Deduplication is a leading method for reducing physical storage capacity when duplicate
data is present. This method can be applied on chunks, files, containers, and more.
Instead of storing the same physical data multiple times, a pointer is created from each
logical copy to the same physical copy, saving the space of the duplicate data. Due to
this, data is shared between objects, such as files or entire directories, which result in
garbage collection overhead and migration challenges.

In our work, we addressed the general migration problem where files are remapped
between different volumes due to system expansion or maintenance. The question
of which files and blocks to migrate has been extensively studied in systems without
deduplication. However, only simplified migration problems have been considered in the
context of deduplicated storage. As part of a migration plan, we aim to minimize the
system’s size while simultaneously ensuring that the storage load is evenly distributed
across the volumes and that the network traffic required for the migration does not
exceed its allocation.

Following that, we outline a way to develop effective migration plans using hier-
archical clustering. Clustering refers to grouping objects based on their similarity.
Hierarchical clustering, in particular, takes the distance between those objects into
account. Each object is initially clustered separately, and the process of iterative clus-
tering merges, in each step, two clusters with a minimal distance between them. We
are interested in clustering files with high similarity together in order to reduce the
amount of physical data while still maintaining low network traffic and a balanced
system. Based on each cluster, we calculate data savings, traffic consumed, and load
balance achieved and determine the plan’s quality.

We show that this method has different tradeoffs between computation time and
migration efficiency compared to other algorithms such as greedy and ILP (Integer
Linear Programming). Our algorithm achieves almost identical results (and sometimes

even better) than ILP, which, theoretically, is optimal, but in much less time.
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Chapter 1

Introduction

Deduplication of data is often used in large-scale storage systems in order to reduce their
size. As a result of deduplication, multiple files with duplicate data blocks are identified
and replaced with pointers pointing to the same block in the system. Although the
size of the system is reduced, there is an increase in its complexity. Academic studies
and commercial systems have already addressed the complexity of reading, writing, and
deleting data in deduplicated storage systems, but there are still high-level management
aspects of large-scale systems to be addressed, such as capacity planning, caching, and
quality and cost factors [SCJ16].

We have been investigating the process of data migration, which involves moving files
between deduplication domains, or volumes. One volume can represent a single machine
within a larger system, or it may represent a group of machines dedicated to a single
customer or dataset. The system might remap files if a volume reaches its capacity limit
or if another bottleneck forms. Due to the data dependencies between files introduced
by deduplication, selecting which files to migrate requires new considerations: when
a file is migrated, some of its blocks may be removed from the original volume, while
others may still belong to other files in the volume. Similar to this, some blocks may
need to be transferred to the target volume, while others might be already present. A
successful migration plan aims to optimize several objectives, some of which may be in
conflict: physical size of the data after migration, load balancing of the physical data
stored among system volumes, and network bandwidth generated by the migration
process itself.

Numerous studies have described simplified (case-specific) data migration in dedu-
plicated systems in recent years. As part of their study, Harnik et al. [HHST19] dis-
cussed capacity estimation and present a greedy algorithm for reducing system size.
Rangoli [NK13] deletes files as part of a greedy algorithm to reclaim some of the sys-
tem’s capacity. By using ILP (integer linear programming), GoSeed [NSKY21] solves
the seeding problem of remapping files into an initially empty volume, called seeding.

Our work deals with the general case of data migration. We can think of the

data migration problem in its most general form as an optimization problem that aims



to minimize the overall size of the system. The migration plan should also consider
traffic and load balancing. Having these constraints enforced to a specific degree allows
administrators to prioritize different costs by making good use of the solution space.
Consequently, the challenge of data migration in deduplicated systems is to choose
what to migrate, where to migrate from, and how to migrate with the constraints of
traffic and load balancing specified by administrators. On the general case of data
migration, an ILP approach and an extended greedy approach [KKD™22] of Harnik et
al’s [HHS™19] were applied.

Using hierarchical clustering, we introduce an algorithm that, to the best of our
knowledge has never been applied to data deduplication. Files similar to each other
are grouped into clusters, where the target number of clusters equals the number of
volumes in the system. Clustering incorporates the physical location of the files, such
that the similarity between files reflects their shared blocks and their initial locations.
The migration plan assigns clusters to volumes based on the existing blocks on the
volumes, and it remaps each file to its assigned cluster.

Our algorithm was implemented and evaluated on six system snapshots derived from
three public datasets [FSL, MB11, Lin]. Using our algorithm, we demonstrate that we
can reduce the system’s size while complying with traffic and load balancing constraints.
The clustering algorithm obtains results that are comparable, and sometimes even
better, than the theoretically optimal ILP-based approach. Furthermore, the clustering

algorithm runs much faster. It also performs better than the greedy algorithm.



Chapter 2

Background and related work

2.1 Data deduplication

By definition, deduplication means splitting incoming data into separate chunks known
as blocks. Each block must be hashed to create a fingerprint that can be used to
identify duplicate blocks and retrieve their unique copies from storage. This process re-
quires the optimization of several aspects to maintain the storage system’s performance.
A few of them are chunking and fingerprinting [Man94, XJF*14, XZJ*16, MCMO1,
AAAT10], indexing and lookups [ZLP08, SBGV12, ADK 18], as well as reassembling
files quickly [LEB*09, LSD*14, DSL10, SBGV12, CLZ11, YJTL16, LLD"14]. Though
deduplication was initially used for backup and archiving purposes, it is now increas-

ingly used for primary storage.

2.2 Data migration in distributed deduplication systems

Many distributed deduplication designs have been introduced in academic and com-
mercial studies [CAVL09, DGHT09, GE11]. Here, we emphasize those that contain a
separate fingerprint index for each physical server [DDL 11, BELL09, HHS™19, BL.C14,
DDS*17]. The design choice not only maintains a small index size and a low lookup
cost, it also simplifies the client-side logic and facilitates garbage collection on the server
side. This design defines a deduplication domain by a server (volume), which means,
for instance, that duplicate blocks can only be found within that volume. Thus, files
that are mapped to a specific volume refer to blocks that are physically present on that
volume.

Traditional distributed systems differ from deduplicated systems in that striping
files across volumes reduces deduplication even if using a content-based chunking algo-
rithm. It also makes garbage collection more difficult when splitting files across clusters.
Additionally, many storage systems (such as those from IBM [HHS"19] and DataDo-
main [DJST19]), which operate as independent “islands” of storage within the data

center or across data centers, perform deduplication within each individual subsystem,



(b) Alternative 1: deletion=0, traffic=2,

Initial t - bal =1
(a) Initial system: balance = 1/5 balance=1

(c) Alternative 2: deletion=1/9, traffic=0, (d) Alternative 3: deletion=3/9, traffic=1,
balance=0 balance=0

Figure 2.1: Initial system (a) and alternative migration plans: with optimal balance (b),

optimal traffic (c), and optimal deletion (d). All the blocks in the system are of size 1.
as well as migrating files between them to re-balance the system as a whole.

If a subsystem becomes full but a different subsystem has capacity, migration may
be a better and cheaper alternative than adding capacity to a full system. Existing
mechanisms move only the metadata of files and chunks that are not already present in
the target subsystem [DJS*19]. As with typical backup customers, monthly migration
aligns with average retention periods.

Due to the relationship between the logical file’s location and the physical location
of its blocks, when a file is remapped from its volume, all its blocks must be relocated
to the new volume. Furthermore, the file’s blocks may belong to other files, so they
cannot be necessarily removed from their original volume. In Figure 2.1(a), remapping
file F» from volume V5 to volume Vj results in the system in Figure 2.1(b). Since Block
B is already present on V7, it is deleted from V5. Additionally, Block Bs is not present
on Vi in the initial system, and Block Bj is also absent, so both are moved to V.
Instead of being deleted from V5 as in the case of Bs, B3 belongs to F3 and must be
replicated instead of being moved. Both the original system and this alternative have

nine blocks as their total size.

2.3 Fingerprint sampling

Traditionally, sampling is used to manage large problems and has been used in dedupli-
cation systems to enhance the efficiency of the deduplication process [LEB*09, BELLO09,
CLZ11], route streams to servers [DDLT11], estimate deduplication ratios [HKS16], and
manage volume capacity [HHST19]. Using a sampling degree of k includes all chunks
with k leading zeros in their fingerprints, as well as those files containing those chunks.
The sample will contain 2% of the original chunks if the fingerprint values are uniformly
distributed, so the sample will simulate a much smaller system. Therefore, perform-

ing calculations on the sampled system should be much easier and faster. Harnik et



al. [HHS'19] demonstrate that k& = 13 is sufficient to estimate the capacity of dedu-
plicated volumes larger than 100GB with small errors. With sampling, the size of the
problem instance is reduced by a predictable factor: increasing the sampling degree k

by one results in a halving of the number of blocks.

2.4 Existing data migration approaches

The greedy iterative algorithm of Harnik et al. [HHS'19] aims to reduce the capacity in
multi-volume deduplicated systems. Files are selected based on the space saving ratio
from remapping a specific file to each of the other volumes: the amount of space it will
take up in the target volume divided by the amount of space that can be reclaimed
from the source volume. The mapping with the lowest ratio is remapped to a new
volume at each iteration and the procedure is repeated until the desired deletion has
been accomplished.

This approach led to the development of an iterative greedy algorithm for general
migration [KKD"22]. The algorithm consists of a repeating phase with a predefined
traffic allocation for each phase. To achieve the load balancing goal and minimize
the capacity of the system, each phase consists of two alternating steps. The load
balancing step focuses on load balancing the system. The goal is to remap a file
between two volumes (source, target), with the source volume being the largest and
the target volume being the smallest, for which such a file exists. During the capacity-
reduction step, the goal is to reduce the overall capacity of the system without affecting
load balance. As with the original greedy algorithm [HHS*19], the file with the lowest
space saving ratio is selected for remapping while ensuring that no load balancing
violation occurs.

GoSeed [NSKY21] addresses a simplified version of data migration known as seeding,
in which all data is mapped to a single volume at the beginning. This migration aims to
erase some of a volume’s blocks by mapping files to the empty target volume [DJS*19].
The seeding problem is modeled as an ILP (integer linear programming) problem in
GoSeed. GoSeed’s solution determines which files and blocks are mowved from the source
volume to the target volume, and which are replicated to create copies on both volumes.
The existence of open-source [SYM, Ips, GNU] and commercial [CPL, Gur] ILP-solvers
enables the efficient solution of this NP-hard problem using heuristics.

[KKD*22] addresses general migration by using ILP. In this approach, the main
objective is to minimize the system’s capacity, as in GoSeed, while both network traffic
and load balancing constraints are enforced to ensure a valid migration plan.

Rangoli [NK13] is an algorithm for space reclamation that selects a set of files for
deletion to reduce the physical size of the system. This is another specific case of
data migration. Rangoli [NK13] groups files into roughly equal-sized bins based on
the blocks they share, and then picks the bin with the smallest amount of data shared
with other bins. Among the discussions in Shilane et al’s [SCJ16] are additional data



migration scenarios and their resulting difficulties in deduplicated systems.



Chapter 3

Motivation and problem

statement

3.1 Minimizing migration traffic

High-performance storage systems typically limit the portion of their network band-
width that can be used for maintenance tasks such as reconstruction of data from
failed storage nodes [RSG'13, HSX"12]. Data migration naturally involves signifi-
cant network bandwidth consumption, and traditional data migration plans and mech-
anisms strive to minimize their network requirements as one of their optimization
goals [LAW02, MHS18, TAB11, DJS*19, AHK*02, AHH'01]. In this work, we fo-
cus on the amount of data that is moved between nodes. The physical layout of the
nodes and the precise scheduling of the migration are outside the scope of our current
work.

In deduplicated storage, we distinguish between two costs associated with data
migration. The migration traffic is the amount of data that is transferred between
volumes during migration. The replication cost is the total size of duplicate blocks that
are created as a result of remapping files to new volumes. Previous studies of data
migration in deduplicated systems did not consider bandwidth explicitly. Harnik et
al. [HHS'19] did not address this aspect at all. In the seeding problem addressed by
GoSeed [NSKY21], the migration traffic is implicitly minimized as a result of minimiz-
ing the replication cost. In the general case, however, migration traffic is potentially
independent of the amount of data replication.

For example, Alternative 1 in Figure 2.1(b) results in transferring two blocks, By
and Bs, between volumes, even though Bs is eventually deleted from its source volume.
In contrast, the alternative migration plan in Figure 2.1(c) does not consume traffic
at all: file F} is remapped to Vo which already stores its only block, and thus By can
simply be deleted from Vj. This alternative also reduces the system’s size to eight
blocks, making it superior to the first alternative in terms of both objectives. We note,

however, that this is not always the case, and that minimizing the overall system size



and minimizing the amount of data transferred might be conflicting objectives.

3.2 Load Balancing

Load balancing is a major objective in distributed storage systems, where it often con-
flicts with other objectives such as utilization and management overhead [AHK'02,
WBMMO06, NEF*12]. Distributed deduplication introduces an inherent tradeoff be-
tween minimizing the total physical data size and maximizing load balancing: the sys-
tem’s size is minimized when all the files are mapped to a single volume, which clearly
gives the worst possible load balancing. Thus, distributed deduplication systems weigh
the benefit of mapping a file to the volume that contains similar files, against the need
to distribute the load evenly between the volumes. Load balancing can refer to vari-
ous measures of load, such as IOPS, bandwidth requirements, or the number of files
mapped to each volume.

We follow previous work and aim to evenly distribute the capacity load between
volumes [BELL09, DDL*11, KKD"22]. Balancing capacity is especially important in
deduplicated systems that route incoming files to volumes that already contain similar
files. In such designs, volumes whose storage occupancy is slightly higher than others
might quickly become overloaded due to their larger amount of data ‘attracting’ even
more new files, and so on. Capacity load balancing can be expected to lead to better
network utilization and prevent specific volumes from becoming a bottleneck or ex-
hausting their capacity. While performance load balancing is not our main objective,
we expect it to improve as a result of distributing capacity.

In this work, we capture the load balancing in the system with the balance metric,
which is similar to a commonly used fairness metric [GWMO07]—the ratio between the
size of the smallest volume in the system and that of the largest volume. For example,
the balance of the initial system in Figure 2.1(a) is |V1|/|Va| = /5. Alternative 1 (Fig-
ure 2.1(b)) is perfectly balanced, with balance = 1, while Alternative 2 (Figure 2.1(c))
has the worst balance: |V;|/|Va| = 0.

3.3 Problem statement

There are various approaches for handling conflicting objectives in complex optimiza-
tion systems. These include searching for the Pareto frontier [ZKTO08], or defining a
composite objective function of weighted individual objectives. We chose to keep the
system’s size as our main objective, and to address the migration traffic and load bal-
ancing as constraints on the migration plan. We define the general migration problem
by extending the seeding problem from [NSKY21], and thus we reuse some of their
notations for compatibility.

For a storage system S with a set of volumes V, let B = {bg,b1,...} be the set
of unique blocks stored in the system, and let size(b) be the size of block b. Let

10



F = {fo, f1,...} be the set of files in S, and let Ig C B x F'x V be an inclusion relation,
where (b, f,v) € Is means that file f mapped to volume v contains block b which stored
in this volume. We use b € v to denote that (b, f,v) € Ig for some file f. The size of a
volume is the total size of the blocks stored in it, i.e., size(v) = Xpeysize(h). The size
of the system is the total size of its volumes, i.e., size(S) = size(V) = E,ev size(v).

The general migration problem is to find a set of files Fjy C F to migrate, the
volume each file is migrated to, the blocks that can be deleted from each volume, and
the blocks that should be copied to each volume. Applying the migration plan results
in a new system, S’. The migration goal is to minimize the size of S’. This is equivalent
to maximizing the size of all the blocks that can be deleted during the migration, minus
the size of all the blocks that must be replicated.

The traffic constraint specifies Ty,q,—the maximum traffic allowed during migra-
tion. It requires that the total size of blocks that are added to volumes they were
not stored in is no larger than T),.,. The load balancing constraint determines how
evenly the capacity is distributed between the volumes. It specifies a margin 0 < p < 1
and requires that the size of each volume in the new system is within p of the aver-
age volume size. For a system with |V| volumes, this is equivalent to requiring that
balance < [52e(S)/IVIx(1=p))/[size(S")/|v|x (141)].

For example, for the initial system in Figure 2.1(a), Alternative 1 (Figure 2.1(b))
is the only migration plan that satisfies the load balancing constraint (for any u). For
Tinaz lower than 2/9, no migration is feasible. On the other hand, if we remove the
load balancing constraint, the optimal migration plan depends on the traffic constraint
alone: Alternative 2 (Figure 2.1(c)) is optimal for, e.g., Tyyqr = 0, and Alternative 3
(Figure 2.1(d)) is optimal for T}e, = 3.

3.4 Refinements

This generalized problem can be refined in several straightforward ways. For example,
we can restrict the set of files that may be included in F), the set of volumes from
which files may be removed, or the set of volumes to which files can be remapped.
Similarly, we can require that a specific volume be removed from the system (enforcing
all its files to be remapped), or that an empty volume be added. We demonstrate some

of these cases in our evaluation.
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Chapter 4

Clustering

4.1 Overview

Clustering is a well-known technique for grouping objects based on their similarity [clu].
It is fast and effective, and is directly applicable to our domain: files are similar if they
share a large portion of their blocks. Our approach is thus to create clusters of similar
files and to assign each cluster to a volume, remapping those files that were assigned
to a volume different from their original location. Despite its simplicity, three main
challenges (Chl — Ch3) are involved in applying this idea to the general migration

problem.

(Chl) Unpredictable traffic The traffic required for a migration plan can only be
calculated after the clusters have been assigned to volumes. When the clustering
decisions are being made, their implications on the overall traffic are unknown and
thus cannot be taken into consideration.

(Ch2) Unpredictable system size The load-balancing constraint is given in terms
of the system’s size after migration. However, this size is required to ensure, during
the clustering process, that the created clusters are within the allowed sizes.

(Ch3) High sensitivity The file similarity metric is based on the precise set of blocks
in each file. When this metric is applied to a sample (subsection 2.3) of the storage

system’s fingerprints, it is highly sensitive to the sampling degree and rule.
We address these challenges with several heuristics (H1 — H4):

(H1) Traffic weight We define a new similarity metric for files. This metric is a
weighted sum of the files’ content similarity and a new distance metric that indicates
how many source volumes contain files within a cluster. Our algorithm considers
files as similar if they contain the same blocks and are mapped to the same source
volume. Assigning a higher weight (Wr) to the content similarity will result in a
smaller system but higher migration traffic.

(H2a) Estimated system size We further use the weight to estimate the size of the

system after migration. We calculate the size of a hypothetical system without du-

13



plicates, and predict that higher migration traffic will bring the system closer to this
hypothetical optimum.

(H2b) Clustering retries We use the estimated final system size to determine the
maximum allowed cluster size. During the clustering process, we stop adding files to
clusters that reach this size. If the process halts due to this limitation, we increase
the maximum size by a small margin, and restart it.

(H3) Randomization Instead of deterministic clustering decisions, we choose a ran-
dom option from the set of best options. Different random seeds potentially result in
different systems.

(H4) Multiple executions Our heuristics introduce several parameters which we
would be loath to overfit. We use the same initial state to perform repeated exe-
cutions of the clustering process with multiple sets of parameter combinations (180
in our case), and choose the best migration plan from those executions as our final

output.

In the following, we give the required background on the clustering process and describe

each of our optimizations in detail.
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Figure 4.1: Hierarchical clustering with the files from Figure 2.1 (top)
and the distance matrices created in the process (bottom).

4.2 Hierarchical clustering

Hierarchical clustering [GP13] is an iterative clustering process that, in each iteration,
merges the most similar pair of clusters into a new cluster. The input is an initial set of
objects, which are viewed as clusters of size 1. The process creates a tree whose leaves
are the initial objects, and internal nodes are the clusters they are merged into. For
example, Figure 4.1 shows the clustering hierarchy created from the set of initial objects

{Fi, ..., F5}, where the clusters {C1, ..., C4} were created in order of their indices.

14



Hierarchical clustering naturally lends itself to grouping of files. Intuitively, files
that share a large portion of their blocks are similar and should thus belong to the
same cluster and eventually to the same volume. For example, the initial objects in
Figure 4.1 represent the files in Figure 2.1(a): Fy and F5 share two blocks and are thus
merged into the first cluster, C;. Our clustering-based approach is simple: we group the
files into a number of clusters equal to the number of volumes in the system and assign
one cluster to each volume. This assignment implies which files should be remapped
and which blocks should be transferred and/or deleted in the migration. For example,
for a system with three volumes, we could halt the clustering process in Figure 4.1,
resulting in a final set of three clusters: {C1,Ca, F3}. We develop this basic approach
to the general migration problem, i.e., to maximize the deletion and to comply with

the traffic and load-balancing constraints.

4.3 File similarity

The hierarchical clustering process relies on a similarity function that indicates which
pair of clusters to merge in each iteration. We use the commonly used Jaccard in-
dex [GP13] for this purpose. For two sets A and B, their Jaccard index is defined
as J(A, B) = 14nB|/|lauB|. We view each file as a set of blocks, and thus, the Jaccard
index for a pair of files is the portion of their blocks that are shared. From hereon,
we refer to the complement of the index: the Jaccard distance which is defined as
dist; = J(A,B) = 1 — J(A,B). This is to comply with the standard terminology in
which the two clusters with the smallest distance are merged in each iteration. For
example, the leftmost table in Figure 4.1 depicts the distance matriz for the files in
Figure 2.1. Indeed, the distance is smallest for the pair F; and F5 which are the first

to be merged.

The Jaccard distance could easily be applied to entire clusters, which can themselves
be viewed as sets of blocks. However, calculating the distance between each new cluster
and all existing clusters would require repeated traversals of the original file blocks
in each iteration. This complexity is addressed in hierarchical clustering by defining
a linkage function, which determines the distance between the merged cluster and
existing clusters based on the distances before the merge. Let A,B,C each be a cluster,
where A and B are merged into a single cluster. We use complete linkage to define the
distance between the newly merged cluster and the remaining clusters in the system:
distj (AU B, C) = maz{dist;(A,C),dist;(B,C)}. For example, the row for C; in the
second distance matrix in Figure 4.1 lists the distances between C; and each of the

remaining files.
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4.4 'Traffic considerations (H1)

We limit the traffic required by our migration plan in two ways. The first is by assigning
each of the final clusters to the volume that contains the largest number of its blocks.
We calculate the size of the intersection (in terms of the size of the shared blocks)
between each cluster and each volume in the initial system. We then iterativly pick the
(cluster,volume) pair with the largest intersection from the clusters and volumes that
have not yet been assigned.

This assignment alone might still result in excessive traffic, especially if highly sim-
ilar files are initially scattered across many different volumes. To avoid such situations,
we incorporate the traffic considerations into the clustering process itself. Namely, we
define the volume distance, disty (C), of a cluster as the portion of the system’s volumes
whose files are included in the cluster. For example, in Figure 4.1, disty (C1) = 1/3 and
disty (Co) = 2/3.

We then define a new weighted distance metric that combines the Jaccard distance
and the volume distance: disty (A, B) = Wr x distj(A, B)+ (1 —Wr) x disty (AU B),
where 0 < Wr < 1 is the traffic weight. Intuitively, increasing Wy increases the amount
of traffic allocated for the migration, which increases the priority of deduplication effi-
ciency over the network transfer cost. Nevertheless, it does not guarantee compliance
with a specific traffic constraint as shown in subsection 6.2.2. We address this limitation

by multiple executions, described below.

4.5 Load-balancing considerations (H?2)

We enforce the load balancing constraint by preventing merges that result in clusters
that exceed the maximal volume size. We determine the maximal cluster size by es-
timating the system’s size after migration. Intuitively, we expect that increasing the
traffic allocated for migration will increase the reduction in system size, and we esti-
mate this traffic with the Wy weight described above. Formally, we estimate the size of
the final system as Size(Wr) = Wy X Sizeyniq+ (1 — Wr) X size(Sinit), where Sizeyniq
is the size of all the unique blocks in the system. The maximal cluster size is thus
Coaz = Size(WT)/|V|

In each clustering iteration, we ensure that the merged cluster is not larger than
Ciaz- This requirement might result in the algorithm halting before the target number
of clusters is reached, due to merging decisions made earlier in the process. If this
happens, we increase the value of C,q; by a small € and retry the clustering process,
although it might also not adhere to our original load balancing constraint. We continue
retrying until the algorithm creates the required number of clusters. A small € can
potentially yield the most balanced system, but might require excessively many retries.
We use € = 5% as our default.

For instance, using the system in figure 2.1(a) with Wy = 0.1, we can deduct
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Cinaz- First, we calculate that Sizeyniq = 6, since there are 6 blocks in the system.
Then, we infer that size(Sinit) = 9, because there are 9 physical blocks scattered across
the initial system. From that, it is easy to calculate Size(Wrp) using our Wp = 0.1:
Size(Wr) =0.1 x 6+ (1 —0.1) x 9 = 8.7 and Clq, which is Size(Wr)/|v| = 87/3 = 2.9,
Any pair of clusters merged together would yield a cluster larger than Cy,4, in size
because any pair would contain at least 3 unique blocks. Therefore we increase Ciqz
by € = 5% to Chae = 3.045 and repeat the clustering process successfully with the

merge of Fy and F5 of size 3, which was previously forbidden.

4.6 Sensitivity to sample (H3)

We apply the hierarchical clustering process to a sample of the system, rather than to
the complete set of blocks which can be excessively large. However, it turns out that
the Jaccard distance is highly sensitive to the precise set of blocks that represent each
file in the sample. We found, in our initial experiments, that different sampling degrees
as well as different sampling rules (e.g., k leading ones instead of k leading zeroes in
the fingerprint) result in small differences in the Jaccard distance of the file pairs, as
described in subsection 6.2.2.

Such small differences might change the entire clustering hierarchy, even if the
practical difference between the pairs of files is very small. Thus, rather than merging
the pair of clusters with the smallest distance, we merge a random pair from the set of
pairs with the smallest distances. We include in this set only pairs whose distance is
within a certain percentage of the minimum distance. Thus, for a maximum distance
difference gap, we choose a random pair(C;, C;) from the 10 (or less) pairs for which

Disty (C;, Cj) < minimum distance x (1 + gap).

4.7 Constructing the final migration plan (H4)

The main advantage of our clustering-based approach is its relatively fast runtime.
Constructing the initial distance matrix for the individual files is time consuming, but
the same initial matrix can be reused for all the consecutive clustering processes on
the same initial system. We exploit this advantage to eliminate the sensitivity of our
clustering process to the many parameters introduced in this chapter. For the same
given system and migration constraints, we execute the clustering process with six
traffic weights (Wp € {0,0.2,0.4,0.6,0.8,1}), three gaps (gap € {0.5%,1%,3%}), and
ten random seeds. This results in a total of 180 executions, some of which are performed
in parallel (depending on the resources of the evaluation platform). We calculate the
deletion, traffic, and balance of each migration plan (on the sample used as the input
for clustering), and as our final result, use the plan with the best deletion that satisfies
the load-balancing and traffic constraints.

We also include in our evaluation a relaxed scheme without the load-balancing
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constraint (i.e., Cipqp = 00). In this scheme, the final migration plan must only satisfy

the traffic constraint.
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Chapter 5
Implementation

The clustering algorithm creates a |F| x |B| bit matrix to indicate whether each file
contains each block, and uses it to create the distance matrix (see Figure 4.1). The
clustering process uses and updates only the lower triangular of this matrix. We use the
upper triangular to record the initial distances, and to reset the lower triangular when
the clustering process is repeated for the same system and different input parameters
(Wr, gap, or random seed). When the clustering process completes, we use the file-
block bit matrix to determine the assignment of clusters to volume. Our program
consists of approximately 1000 lines of C++ code and is available online [Git]. Each
clustering process is performed on a private copy of the distance matrix within a single

thread, and our evaluation platform is sufficient for executing six processes in parallel.
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Chapter 6

Evaluation

6.1 Experimental setup

We ran our experiments on a server running Ubuntu 18.04.3, equipped with 128GB
DDR4 RAM (with 2666 MHz bus speed), Intel® Xeon® Silver 4114 CPU (with hyper-
threading functionality) running at 2.20GHz, one Dell®T1WHS 240GB TLC SATA
SSD, and one Micron 5200 Series 960GB 3D TLC NAND Flash SSD.

File system snapshots. We used two static file system snapshots from datasets
used to evaluate the seeding problem [NSKY21]: The UBC dataset [MB11, SNI] in-
cludes file systems of 857 Microsoft employees, of which we used the first 500 file systems
(UBC-500). The FSL dataset [FSL] consists of snapshots of students’ home directories
at the FSL Lab at Stony Brook University [SKM*16, TMB*12]. We used nine weekly
snapshots of nine users between August 28 and October 23, 2014 (Homes). These snap-
shots include, for each file, the fingerprints of its chunks and their sizes. Each snapshot
file represents one entire file system, which is the migration unit in our model, and is
represented as one file in our migration problem instances.

We created two additional sets of snapshots from the Linux version archive [Lin]
obtained from [Ded22]. Our Linux-all dataset includes snapshots of all the versions
from 2.0 to 5.9.14. We also created a smaller dataset, Linux-skip, which consists of
every 5th snapshot. The latter dataset is logically (approximately) 5x smaller than
the former, although their physical size is almost the same.

The UBC-500 and Homes snapshots were created with variable-sized chunks with
Rabin fingerprints, whose specified average chunk size is 64KB. We created the Linux
snapshots with an average chunk size of 8KB, because they are much smaller to begin
with. We used these sets of snapshots to create six initial systems, with varying numbers
of volumes. They are listed in Table 6.1. We emulate the ingestion of each snapshot
into a simplified deduplication system which detects duplicates only within the same
volume. In the UBC and Linux systems we assigned the same number of arbitrary
snapshots to each volume. In the Homes-week system, we assigned snapshots from the

same week to the same volume, such that each volume contains all the users’ snapshots
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System Files | |V| | Chunks | Dedupe | Logical
UBC-500 500 ) 382M 0.39 19.5 TB
Homes-week | 81 3 19M 0.38 8.9 TB
Homes-user | 81 3 19M 0.16 8.9 TB
Linux-skip | 662 |5 /10| 1.76M | 0.12 /0.19 | 377 GB
Linux-all 2703 ) 1.78M 0.03 1.8 TB

Table 6.1: System snapshots in our evaluation. |V| is the number of volumes, Chunks
is the number of unique chunks, and Dedupe is the deduplication ratio—the ratio
between the physical and logical size of each system. Logical is the logical size.

from a set of three weeks. In the Homes-user system, we assign each user to a dedicated
volume such that each volume contains all the weekly snapshots of a set of three users.

The algorithm is executed on a sample of the system’s fingerprints, to reduce its
memory consumption and runtime. We use a sampling degree of k& = 13 unless stated
otherwise. The final system size after migration, as well as the resulting balance and
consumed traffic are calculated on the original system’s snapshot. We use a calculator
similar to the one used in [NSKY21]: we traverse the initial system’s volumes and sum
the sizes of blocks that remain in each volume after migration and those that are added
to the volume as a result of it. We experimented with three T},q, values, 20%, 40%,
and 100% of each system’s initial size, and three p values, 2%, 5%, and 10% of the

system size after migration.

6.2 Experimental results

We wish to answer two main questions: (1) how does the clustering algorithm ( Cluster)
compare in terms of the final system size, load balancing, and runtime to the other
algorithms? and (2) how is the performance of the algorithm affected by the various

system and problem parameters?

6.2.1 Basic comparison between algorithms

Figure 6.1 shows the deletion—percentage of the initial system’s physical size that was
deleted by each algorithm. The deletion is higher for systems that were initially more
balanced, i.e., the Linux and Homes-weeks systems. For all the systems except UBC-
500, Greedy achieved significantly smaller deletion than Cluster. In UBC-500, there
is less similarity and therefore less dependency between files, which eliminates some of
the advantage that Cluster and ILP have over Greedy, which outperforms them when
Trnaz = 100%.

ILP and Cluster achieve comparable deletions to one another, even though the
ILP solver attempts to find the theoretically optimal migration plan. We distinguish
between two cases when explaining this similarity. In the first case (Linux-skip and
Homes), the ILP-solver produces an optimal solution on the system’s sample, but it is

not optimal when applied to the full (unsampled) system. The deletion of Cluster is
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Figure 6.1: Reduction in system size of all systems and all algorithms (with and
without load balancing constraints. k = 13 and pu = 2%).

up to 1% higher than that of ILP in those cases. In the second case, marked by a red
‘x” in the figures, ILP times out (after six hours) and returns a suboptimal solution.
Therefore, Cluster reaches a better solution.

The ‘relaxed’ (R) version of the algorithms, without the load balancing constraint,
usually achieves a higher deletion than their full version. The largest difference is 558%,
although the difference is typically smaller, and can be as low as 1.3%. In the case of
Greedy in the Homes-users system, the relaxed version does not identify any file that
can be remapped, and does not return any solution.

Figure 6.2 shows the balance achieved by each algorithm. With a margin of u = 2%
and five volumes, the balance should be at least 18/22 = 0.82. In practice, however, the
balance might be lower, for two main reasons. Greedy might fail to bring the system to
a balanced state if it exhausts (or thinks it exhausts) the maximum traffic allowed for
migration. In contrast, Cluster and ILP generate a migration plan that complies with
the load balancing constraint on the sample, but violates it when applied to the full

(unsampled) system. The violation is highest in the Linux systems, where some files
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Figure 6.2: Resulting balance of all systems and all algorithms (with and without
load balancing constraints. k = 13 and u = 2%).

(i.e., entire Linux versions) consist of only one or two blocks. Nevertheless, specifying
the load balancing constraint successfully improves the load balancing of the system.
Without it, the relaxed Cluster and ILP versions create highly unbalanced systems,
with some volumes storing no files at all, or very few small files. Greedy typically
avoids such extremes, because it is unable to identify and group similar files in the

same volume.

Figure 6.3 shows the runtime of each of the algorithms (note the log scale of the
y-axis). Greedy generates a migration plan in the shortest runtime: 20 seconds or
less. ILP requires the longest time, because it attempts to solve an NP-hard problem.
Indeed, except for the Homes systems that have the fewest files, ILP requires more
than an hour, and often halts at the six-hour timeout. The runtime of Cluster is longer

than that of Greedy, and usually shorter than that of ILP. It is still relatively long, as
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Figure 6.3: Algorithm runtime for all systems and all algorithms (with and without
load balancing constraints. k = 13 and p = 2%).

a result of performing 180 executions of the clustering process. We note, however, that
this runtime can be shortened by reducing the number of executions, e.g., by reducing
the number of random seeds or gaps. We evaluate the effect of these parameters in the

following subsection.

Removing the load balancing constraint reduces the runtime of ILP and Cluster by
one or two orders of magnitude. In ILP, this happens because the problem complexity
is significantly reduced. In Cluster, the clustering is completed in a single attempt,
without having to restart it due to illegal cluster sizes. Surprisingly, removing this
constraint from Greedy increases its run time. The reason is that each iteration in
the capacity-reduction step is much longer than those in the load-balancing step, as it
examines all possible file remaps between all volume pairs in the system. In the relaxed

Greedy version, all the traffic is allocated to capacity savings and thus its runtime
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increases.

Implications. Our basic comparison leads to several notable observations. (1)
Cluster and ILP have a clear advantage over Greedy. This was not the case in previ-
ous studies that examined simple cases of migration, i.e., seeding [NSKY21] and space
reclamation [NK13|. However, the increased complexity of the general migration prob-
lem increases the gap between the greedy and the optimal solutions. (2) Cluster is
comparable and might even outperform ILP, despite the premise of optimality of the
ILP-based approach. This is a combination of the high complexity of the ILP problem
with the ability to execute multiple clustering processes quickly and in parallel. We
conclude that hierarchical clustering is highly efficient for grouping similar files, and
that our heuristics for addressing the traffic and load balancing constraints are highly
effective. (3) In most systems, adding the load balancing constraint limits the potential
capacity reduction, but this limit is usually modest, i.e., several percents of the system’s
size. The extent of this limitation depends on the degree of similarity between files and

the balance of the initial system.

6.2.2 Sensitivity to Cluster’s configuration

Introduction. The fingerprint sampling described in subsection 2.3 refers to the
method of selecting a portion of a dataset’s blocks in a way that retains the unique
characteristics of the dataset. We refer to the method by which we choose fingerprints
as the sampling rule. Sampling degree, denoted by k, is the extent to which this rule
is applied. If, for instance, the sampling degree is equal to 13 and the leading-zeros
sampling rule is used, only the blocks whose bit-wise representation of the fingerprint
has 13 leading zeros will be selected. Throughout our research, we found out that our
algorithm is highly sensitive to both sampling rule and sampling degree. This section
explores those sensitivities.

Effect of sampling rules. Sampling rule refers to the method by which we choose
fingerprints. There are a few sampling rules we examined throughout our research. (1)
leading-zeros - chooses only the blocks whose fingerprint contains & (sampling degree)
leading zeros. (2) leading-ones - chooses only the blocks whose fingerprint contains
k leading ones. (3) alternating zero-one - chooses only the blocks whose fingerprint
contains k alternating zeros and ones. For this sampling rule, if k = 7, for example,
only blocks whose fingerprint starts with 0101010 will be included in the sample.

Figure 6.4 shows ten pairs of files with their dissimilarities under those different
sampling rules. The results suggest that different sampling methods result in varying
dissimilarity values, as well as varying order of pairs based on that value, which dic-
tates which files should be merged. Essentially, the algorithm does not consider the
absolute dissimilarity values, but only the order of the pairs, as it picks the smallest
pair to merge regardless of the absolute value. As an example, let’s look at the pairs
(0,10) (white), (0,40) (green) and (10,40) (black). In accordance with the leading-
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Figure 6.4: Dissimilarities under different sampling rules with £ = 13.

zeros sampling rule, the pairs are ranked (best to worst, low to high) according to
their dissimilarity value: (0,40), (10,40), (0,10). Alternatively, under leading-ones,
the order becomes (10, 40), (0, 10), (0,40), while under alternating zero-one, the order
becomes (10, 40), (0,40), (0,10) which is also different. As we have found throughout
our research, different merging decisions in the initial stages of the clustering process
could result in a completely different migration plan. This observation motivated us to

add randomization to the clustering process, as described in Section 6.2.2

Effect of randomization on Cluster. Figure 6.5 shows the range of deletion
values and traffic usage of the migration plans generated by Cluster for Linux-all with
k = 13. Each bar shows the 25th, 50th, and 75th percentiles, and the whiskers show
the minimum and maximum values achieved with different random seeds for each com-

bination of gap and Wrp.

Our results show that different random seeds can result in large differences in the
deletion and traffic: up to 84% and 400%, respectively, when Wp and gap are fixed.
At the same time, W cannot predict the actual traffic used by the migration plan
since it is only used heuristically to simulate the traffic constraint. This is the reason
for repeating the clustering process for a range of Wy values. Indeed, different Wrp
values result in very different values of deletion. For a given Wy, the range of deletion

and traffic values generated by different gaps are similar. Thus, as no gap consistently
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Figure 6.5: The distribution of migration traffic (top) and reduction in system size
(bottom) in the set of plans returned by Cluster for Linux-all with k& = 13.

outperforms the others, executing the clustering with one or two gaps instead of three
will likely have a limited effect on the results while significantly reducing the runtime.

We repeated the same experiment with a different numbers of random seeds. Fig-
ure 6.6 shows that increasing the number of seeds from 5 to 15 (respectively increasing
the number of runs from 90 to 270) carries diminishing returns. Thus, in practice, it is
possible to halt the algorithm when additional runs do not improve the best solution

so far.
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Finally, we examine whether the sensitivity to the configuration parameters differs
between different systems. We execute Cluster with three gaps and 10 random seeds
on three different systems. Figure 6.7 shows the results for each system and each value
of Wp. As we expected, the traffic consumption is different in different systems. The
results for homes-users demonstrate that smaller systems are more sensitive to this
parameter, because each file consists of a larger portion of the entire system. Thus,
when the traffic weight of the similarity metric is small (small Wr), there are limited
options for clustering in the early stages of the process, and all random seeds result in
the same plan. However, as this weight is increased (Wp > 0.6), the difference between

the migration plans increases dramatically.
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Figure 6.7: The distribution of migration traffic (top) and reduction in system size
(bottom) in the set of plans returned by Cluster for different datasets with k& = 13.

Effect of sampling degree. Figure 6.8 shows the deletion, load balancing, and
runtime of all the algorithms on two samples of the Linux-skip system. The small and
large samples were generated with sampling degrees of kK = 13 and k = 8, respectively.
The sample size affects each algorithm differently. Cluster returns similar results for
both sample sizes because the differences in the accuracy of the sample are masked by
its randomized process while greedy achieves a higher deletion on the larger sample (by
up to 238%) and ILP suffers from the increase in the problem size. All the algorithms
return a more balanced system for the larger sample (k = 8), because the load-balancing
constraint is enforced on more blocks, and thus more accurately. At the same time,
as we expected, their runtime was higher by several orders of magnitude, as the large
sample included 2° x more blocks than the small one. As a result of those effects and in

order to prevent those from happening, we chose to use randomization in our algorithm.

6.2.3 Sensitivity to problem parameters

Effect of load balancing and traffic constraints. Figure 6.9 shows the deletion,

balance, and traffic consumption of all the algorithms on the UBC-500 system with
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different values of T},4, and p. The results on this system show the highest sensitivity
to these constraints due to the relatively low similarity between its files. The deletion
achieved by all the algorithms increases as T}, increases, and their traffic consumption
increases accordingly. Removing the load-balancing constraint also allows for more
deletion, as we observed in Figure 6.1. At the same time, the precise value of the
load balancing margin, u, has a much smaller effect on the achieved deletion, although
in most cases, a lower margin does guarantee a more balanced system. As shown in
Figure 6.10, increasing the margin usually increases the runtime of Greedy, as a result
of more space-reduction iterations. The runtime of ILP and Cluster is not affected by

the precise value of p.
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Effect of the number of volumes. Figure 6.11 shows the deletion and runtime of
the algorithms on the Linux-skip system when the number of volumes is reduced (‘4’),
increased (‘6’), or is larger overall (‘10”). Due to the high similarity between the Linux
versions, the same deletion is achieved when the number of volumes remains five, or
when a volume is added or removed (the reduced performance of Cluster is an outlier
for u = 2%). When the initial number of volumes is 10, there are more duplicates in
the system. This provides more opportunities for deletion, which is indeed higher.

The number of volumes affects the problem’s complexity, affecting each algorithm
differently. Greedy requires less time when a volume is added or removed (compared
to a problem where the number of volumes remains the same) while the ILP problem
complexity increases with every additional volume and thus its runtime increases until
it reaches the timeout. The clustering process could, potentially, stop at an earlier
stage when more clusters are needed. However, as the number of clusters increases the
load balancing constraint is encountered at an earlier stage, causing the clustering to

restart more often when the number of volumes is higher.
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Figure 6.11: Linux-skip with different numbers of target volumes with

Tnaw = 100,k = 13, 11 = 2%.
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Chapter 7

Conclusions

We formulated the general migration problem for storage systems with deduplication,
and presented an algorithm for generating an efficient migration plan. Our evalua-
tion showed that the greedy approach is the fastest but least effective, and that our
clustering-based approach is comparable to the one based on ILP, despite ILP’s premise
of optimality. While the ILP-based approach guarantees a near-optimal solution (given
sufficient runtime), clustering lends itself to a range of optimizations that enable it to
produce such a solution faster.

Our approach can be applied to more specific cases of migration, presenting addi-
tional opportunities for further optimizations in the future. For example, thanks to
its short runtime, we can use our algorithm to generate multiple plans with different
traffic constraints. These plans are points on the Pareto frontier [ZKTO08], i.e., they
represent different tradeoffs between the conflicting objectives of maximizing deletion

and minimizing traffic.
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