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Abstract

Deduplication reduces the size of the data stored in large-scale storage systems by replacing
duplicate data blocks with references to their unique copies. This creates dependencies between
files that contain similar content and complicates the management of data in the system. In
the work presented in this thesis, we have addressed the problem of data migration and load
balancing, where files are remapped between different volumes because of system expansion or
maintenance.

The challenge of determining which files and blocks to migrate has been studied extensively
for systems without deduplication. In the context of deduplicated storage, however, only sim-
plified migration scenarios were considered and those were not extended into the broader load
balancing problem.

In our work we have formulated the general migration problem of deduplicated systems as
an optimization problem whose objective is to minimize the system’s size while ensuring that
the storage load is evenly distributed between the system’s volumes, and that the network traffic
required for the migration does not exceed its allocation. We extended the migration problem
to address the load balancing problem limitations.

We then created an algorithm based on the ILP formulation, to solve the migration problem.
We then compared it’s results to two other algorithms solving the same generated migration and
load balancing problem: the greedy algorithm and the clustering algorithm. Our ILP algorithm
manages to consistently obtain the best solutions to the problem though it requires significantly

larger execution times.
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Abbreviations and Notations

A% Storage volume

B, Set of unique blocks stored on V

F, Set of files mapped to V

7 Load balancing tolerance margin

k Sampling degree used in fingerprint sampling acceleration method
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Chapter 1

Introduction

Many large-scale storage systems employ data deduplication to reduce the size of the data that
they store. The deduplication process identifies duplicate data blocks in different files and
replaces them with pointers to a unique copy of the block stored in the system. This reduction
in the system’s size comes at the cost of increased system complexity. While the complexity
of reading, writing, and deleting data in deduplicated storage systems has been addressed by
many academic studies and commercial systems, the high-level management aspects of large-
scale systems, such as capacity planning, caching, and quality and cost of service, still need to
be adapted to deduplicated storage [SCJ16].

This work focuses on the aspect of data migration, where files are remapped between separate
deduplication domains, or volumes. A volume may represent a single server within a large-
scale system, or an independent set of servers dedicated to a customer or dataset. Files might
be remapped as a result of volumes reaching their capacity limitation or of other bottlenecks
forming in the system.

Deduplication introduces new considerations when choosing which files to migrate, due to
the data dependencies between files: when a file is migrated, some of its blocks may be deleted
from its original volume, while others might still belong to files that remain on that volume.
Similarly, some blocks need to be transferred to the target volume, while others may already be
stored there. An efficient migration plan must optimize several, possibly conflicting objectives:
the physical size of the stored data after migration, the load balancing between the system’s
volumes, and the network bandwidth generated by the migration itself.

Several recent studies address specific (simplified) cases of data migration in deduplicated
systems. Harnik et al. [HHS'19] address capacity estimation and propose a greedy algorithm
for reducing the system’s size. Rangoli [NK13] is a greedy algorithm for space reclamation,
where a set of files is deleted to reclaim some of the system’s capacity. GoSeed [NSKY21] is
an ILP (integer linear programming)-based algorithm for the seeding problem, in which files are
remapped into an initially empty target volume. While even the seeding problem is shown to be
NP-hard [NSKY21], none of these studies address the conflicting objectives involved in the full
data migration problem. Namely, the tradeoff between minimizing the system size, minimizing
the network traffic consumed during migration, and maximizing the load balance between the
volumes in the system.

In this work, we address, for the first time, the general case of data migration. We begin by



formulating the data migration problem in its most general form, as an optimization problem
whose main goal is to minimize the overall size of the system. We add the traffic and load
balancing considerations as constraints on the migration plan. The degree in which these con-
straints are enforced directly affects the solution space, allowing the system administrator to
prioritize different costs. Thus, the problem of data migration in deduplication systems maps
to finding what to migrate, where to migrate from, and where to migrate to within the traffic
and load balancing constraints specified by the administrator.

We then introduce two novel algorithms for generating an efficient migration plan. The first
is a greedy algorithm that is inspired by the greedy iterative process in [HHS*19]. Our extended
algorithm distributes the data evenly between volumes while ensuring that the migration traffic
does not exceed the maximum allocation. By breaking this process into several phases, we
ensure that the allocated traffic is used for both load balancing and capacity reduction, balancing
between the two (possibly conflicting) goals.

Our second algorithm is inspired by the ILP-based approach of GoSeed. We reformulate the
ILP problem with variables and constraints that express the traffic used during migration and
the choice of volumes from which to remap files or to remap files onto. Our formulation for the
general migration problem is naturally much more complex than the one required for seeding.
Nevertheless, we successfully applied it to data migration in systems with hundreds of millions
of blocks.

This work has been done concurrently with research done at [KKD"22] on the clustering
algorithm. The Greedy and ILP algorithms presented in this work were mainly evaluated against
the clustering algorithm.

We implemented our two algorithms and evaluated them on six system snapshots created
from three public datasets [FSL, MB11, Lin]. Our results demonstrate that all algorithms
can successfully reduce the system’s size while complying with the traffic and load balancing
constraints. Each algorithm has different advantages: the greedy algorithm produces a migration
plan in the shortest runtime (often several seconds), although its reduction in system size is
typically lower than that of the other algorithms. The ILP-based approach can efficiently utilize
the allowed traffic consumption, and improve as the load balancing constraints are relaxed.
However, its execution must be timed out on the large problem instances, which often prevents
it from yielding an optimal migration plan. The clustering algorithm achieves comparable results
to those of the ILP-based approach, and sometimes even exceeds them. It does so in much shorter

runtimes.



Chapter 2

Background and Related Work

2.1 ILP

Integer linear programming (ILP) is an optimization problem. The input of an ILP problem is
a vector x, a set Az and an objective function T'x. Vector x represents the model’s variables so
that x1,xs,...,Tn_1,c € Z. Linear constraints Ax represents the domain of legal solutions, each
constraint being of the form agxg + a1z1 + ... + ap_1T,_1 < ¢ such that ai,a9,...,an_1,c € Z
are known parameters. The objective function Tz represents what the model seeks to optimize,

and is of the form tgrg +t121 + ... + th_1Tn_1.

The solution of an ILP problem is an integer assignment of vector x that satisfies constraints
Az and maximizes Tx. However, even a relaxed problem where the goal is finding whether a
solution exists where x is restricted to Booleans, is long known to be NP-complete [Kar72]. The
reason ILP problems have become popular despite having no theoretical efficient solver, is due
to the existence of efficient ILP solvers [Gur, CPL] that can solve practical instances. Thus the
formulating of problems into ILP models has been used to find practical solutions to various
problems in a a wide range of fields [RH02, Aba89, ZWM13, ZSW16].

2.2 Data deduplication

In a nutshell, the deduplication process splits incoming data into fixed or variable sized chunks,
which we refer to as blocks. The content of each block is hashed to create a fingerprint, which is
used to identify duplicate blocks and to retrieve their unique copy from storage. Several aspects
of this process must be optimized so as not to interfere with storage system performance. These
include chunking and fingerprinting [Man94, XJF*14, XZJ*16, MCMO01, AAA™10], indexing
and lookups [ZLP08, SBGV12, ADK 18], efficient storage of blocks [LEBT09, LSD*14, DSL10,
SBGV12, CLZ11, YJTL16, LLD" 14], and fast file reconstruction [FFH" 14, zCWWD18, LEB13,
KBKD12]. Although the first commercial systems used deduplication for backup and archival

data, deduplication is now commonly used in high-end primary storage.
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Figure 2.1: Initial system (a) and alternative migration plans: with optimal balance (b), optimal
traffic (¢), and optimal deletion (d). All the blocks in the system are of size 1.



2.3 Data migration in distributed deduplication systems

Numerous distributed deduplication designs were introduced in commercial and academic stud-
ies [CAVL09, DGH'09, GE11]. We focus on designs that employ a separate fingerprint index in
each physical server [DDL"11, BELL09, HHS*19, BLC14, DDS™17]. This design choice main-
tains a small index size and a low lookup cost, facilitates garbage collection at the server level,
and simplifies the client-side logic. In this design, each server (volume) is a separate deduplica-
tion domain, i.e., duplicate blocks are identified only within the same volume. Recipes of files
mapped to a specific volume thus point to blocks that are physically stored in that volume.

The coupling of the logical file’s location and the physical location of its blocks implies that
when a file is remapped from its volume, we must ensure that all its blocks are stored in the
new volume. At the same time, the file’s blocks cannot necessarily be removed from its original
volume, because they might also belong to other files. For example, consider the initial system
depicted in Figure 2.1(a), and assume we remap file F3 from volume V5 to volume Vi, resulting
in the alternative system in Figure 2.1(b). Block Bj is deleted from V5 because it is already
stored in V7. Block B is deleted from V5, but must be copied to V;, because it wasn’t there
in the initial system. Block Bs must also be copied to Vi, but is not deleted from V5 because
it also belongs to F3. The total sizes of the initial system and of this alternative are the same:
nine blocks.

Various approaches to data migration in distributed deduplication systems have been pre-
sented in previous works. The work presented in Harnik et al [HHST19] presented a greedy
iterative algorithm for reducing the total capacity of data in a system with multiple volumes.
In their research, they defined the space-saving ratio: for volumes v,v’ such that file f holds
fewv, fé¢v; Ris defined as the size of replicated blocks if f were to be migrated to v' and D
is defined as the size of deleted blocks if f were to be migrated to v'. The space-saving ratio is
defined as %.

Based on the definition of space-saving ratio, they developed a greedy algorithm: in each
iteration, each file f has its space-saving ratio calculated for each volume v. The pair (f,v)
represents the migration of file f to volume v and in each iteration the pair (f,v) with the
smallest ratio is chosen to be migrated to volume v since it will result in the best space saving
in that iteration. The algorithm stops when there are no legal migrations or if a predetermined
deletion goal has been reached.

The work done in [NSKY21] addresses a simplified case of data migration called seeding,
where the initial system consists of many files mapped to a single volume. The migration
goal is to delete a portion of this volume’s blocks by remapping files to an empty target vol-
ume [DJST19]. GoSeed formulates the seeding problem as an ILP (integer linear programming)
instance whose solution determines which files are remapped, which blocks are moved from
the source volume to the target, and which are replicated to create copies on both volumes.
This approach is made possible by the existence of open-source [SYM, lps, GNU] and commer-
cial [CPL, Gur] ILP-solvers. GoSeed is applied to instances with millions of blocks with several
acceleration heuristics, some of which we adapt to the generalized problem.

The Rangoli algorithm presented in [NK13] is a greedy algorithm for space reclamation—

another specific case of data migration where a set of files is chosen for deletion in order to



delete a portion of the system’s physical size. Unlike the greedy and ILP-based approaches that
inspire our own algorithms, the problem solved by Rangoli is too simplified for it to be extended
for general migration.

The clustering algorithm is described in [KKD"22] and was developed concurrently with
our work. In our evaluation, it was the primary algorithm we compared our algorithms to. The
Clustering algorithm is based on clustering [clu] which is a well known method for grouping
objects based on similarity. The clustering algorithm uses Hierarchical clustering [GP13] an
iterative clustering process that receives a set of initial clusters as input and in each iteration
merges the most similar clusters into a new cluster. The initial clusters are viewed as clusters
of size 1 and the merging of clusters creates a tree where the size 1 clusters constitute its leaves.
In our context, the objects are files and their similarity is measured by the number of blocks
shared between files. Files with similar blocks are joined into clusters. The resulting clusters
represent a possible grouping of files which would have high block similarity. Those clusters are
then mapped into volumes and the transition between the initial system volumes to the system
volumes presented by the clusters is the migration plan produced by the algorithm.

Similarity between clusters is an essential definition for the hierarchical clustering process.
In their work they used Jaccard distance as the metric for the cluster similarity. For sets A
and B, J(A, B) is defined as iﬁggi. The Jaccard distance between files A and B is defined as
dist; = J(A,B) =1 — J(A, B). Despite being a heuristic based algorithm that does not reach

the mathematically optimal solution, the clustering algorithm achieves results that are close to

the optimal solutions.

Both GoSeed and Rangoli address a very specific case of data migration in deduplicated
systems. Harnik et al. address the general data migration problem but does not cover all data
migration considerations taken in traditional (non-deduplicated) storage systems. The clustering
algorithm, having been developed in conjunction with ILP and Greedy, makes similar assump-
tions to our work regarding the storage system. The clustering algorithm also takes similar

consideration to our work, This makes it an ideal candidate for comparison in our evaluation.
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Chapter 3

Motivation and problem statement

3.1 Motivation

Data migration in traditional (non-deduplicated) storage systems takes into account various
often conflicting objectives when creating a migration plan. However in the various works done
about data migration in deduplicated systems, only the objective of storage size reduction has
been addressed. In this work we attempt to solve the migration problem for deduplicated systems
with two additional objectives that are of equal importance to size reduction. The two objectives
we added are: minimizing migration traffic and load balancing.

Minimizing migration traffic. In most storage systems, the amount of network bandwidth
available for maintenance activities is limited [RSG*13, HSX'12]. On non-deduplicated storage
systems, traditional migration plans take the bandwidth limitation into account and minimize
its usage as part of their optimization [LAW02, MHS18, TAB11, DJS*19, AHK*02, AHH"01].
However, previous studies of data migration in deduplicated systems have not explicitly taken
traffic minimization into account. Harnik et al. [HHS'19] do not take it into account at all. The
work solving the more relaxed seeding problem implicitly minimizes the bandwidth usage by
minimizing the storage size in GoSeed [NSKY21]. Our work focuses on bandwidth as it relates
to data transfer between nodes. The physical layout of nodes and their precise scheduling are
out of the scope of this work. Data migration costs can be divided into two types based on
the bandwidth aspect. The migration traffic is the amount of data that would be transferred
between volumes during the migration. Replication cost is the total number of blocks that would
be duplicated as a result of the migration. Since replicated blocks are necessarily transferred
between volumes, the migration traffic depends on data replication, yet they are not always
equal to each other.

For example, Alternative 1 in Figure 2.1(b) results in transferring two blocks between vol-
umes, By and Bs, even though B, is eventually deleted from its source volume. In contrast, the
alternative migration plan in Figure 2.1(c) does not consume traffic at all: file F} is remapped
to Vo which already stores its only block, so B; can be deleted from V;. This alternative also
reduces the system’s size to eight blocks, making it superior to the first alternative in terms of
both objectives. In some storage systems the objective of minimizing the traffic may conflict
with the objective of minimizing the system’s overall size.

Load Balancing. Load balancing is one of the most important objectives of any distributed

11



storage system, however it often conflicts with other system objectives such as utilization and
management overhead [AHKT02, WBMMO06, NEF*12]. Load balancing can refer to: IOPS,
bandwidth requirements, or the number of files that belong to each volume. Here we refer to
the capacity load between volumes, as in previous works [BELL09, DDL*11]. In deduplication
systems where new files are routed to volumes containing existing files, capacity load balancing
is particularly important. Volumes with large capacities are more likely to contain similarities to
migrated files, thus creating a snowball effect as files would be migrated to the largest volumes
resulting in more similarities for f uture migrations.

The load balancing objective conflicts with our first objective of size reduction. The best
case for size reduction would occur if all files were migrated to a single volume, which would
result in the worst load balancing possible. It means that distributed deduplicated storage
systems have to weigh the benefits of remapping a file to a volume where it would save space
and remapping it to a volume where it would better distribute the load. Performance load
balancing is the distribution of storage in the volumes in a way that ensures similar performance
across all volumes. Performance load balancing is not addressed directly in this work, yet it is
implicitly improved by load balancing. Both the methods presented in this work can be extended
to address performance load balancing explicitly.

In this research, we measure load balancing using the balance metric, which is similar to the
fairness metric [GWMO7]—the ratio between the size of the smallest volume and the largest
volume in the storage system. For example, the balance of the initial system in Figure 2.1(a)
is |[Vi|/|Va| = /5. Alternative 1 (Figure 2.1(b)) is perfectly balanced, with balance = 1, while
Alternative 2 (Figure 2.1(c)) has the worst balance: |V;]/|Va]| = 0.

3.2 Problem Statement

For a storage system S with a set of volumes V', let B = {bg, b1, ...} be the set of unique blocks
stored in the system, and let size(b) be the size of block b. Let F' = [fo, f1,...] be the set of
files in S, and let I¢ C B x F x V be an inclusion relation, where (b, f,v) € Is means that
file f mapped to volume v contains block b that is stored in this volume. The expression b € v
indicates that (b, f,v) € Ig for some file f, while the expression f € v indicates that (b, f,v) € Ig
for some block b. The size of a volume is equal to the total size of the unique blocks stored
in it, i.e., size(v) = Xpeysize(b). The size of the system is the total size of its volumes, i.e.,
size(S) = size(V) = Xyeysize(v).

A migration plan F); is a set of files and target volumes Fy; C F x V. (f,v) € Fjs indicates
that the migration plan would have file f moved to volume v. Since we know the initial state of
files and blocks in the volumes, we can deduce the final state of the blocks by the file movements.
New system S’ is defined as the result of applying migration plan Fj; on system S and it has
the resulting I and V'

The general migration problem is to find Fj; which results in the minimum size of S’. This is
equivalent to finding F; which maximizes the difference between blocks that can be deleted and
blocks that must be replicated. Migration plan Fj; must uphold the traffic constraint and the
load balancing constraint. We denote T4, as the maximum traffic allowed during the execution

of a migration plan.
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The traffic constraint sets a limit of T},,, on the amount of bandwidth that can be used.
Migrating a block would use bandwidth in the case where it is migrated to a volume that did
not contain it in the initial system. Since the storage system is a deduplicated storage system,
at most one instance of a block is needed in any volume and the migration of the same blocks to
a volume would only use the bandwidth once.If a block is not moved into a volume, or if a block
existed in a volume before being moved, it is not required to physically copy the block and thus
no bandwidth would be used in order to get a copy of the block into the the target volume and
it is not counted into the traffic constraint.

The load balancing constraint ensures that the migration plan would result in a storage
system maintaining the desired load balance. Demanding a strict equality between the final
balance and desired balance limits the amount of possible migration plans, often resulting in no
migration plans at all. Thus, we present a tolerance margin p in the load balancing constraint.
The load balancing constraint with a tolerance margin requires that every volume v in the
new system S’ would have a size within y of the average new system volume size. Yo' € V' :

]Si’zne/(,‘(/) —size(v')] < size(V') x u

For example, for the initial system in Figure 2.1(a), Alternative 1 (Figure 2.1(b)) is the only
migration plan that satisfies the load balancing constraint (for any p). For T4, lower than 2/9,
no migration is feasible. On the other hand, if we remove the load balancing constraint, the
optimal migration plan will depend on the traffic constraint alone: Alternative 2 (Figure 2.1(c))

is optimal for, e.g., T)qr = 0, and Alternative 3 (Figure 2.1(d)) is optimal for Ty, = 3.

13
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Chapter 4

Greedy Method

The basic greedy algorithm by Harnik et al. [HHST19] iterates over all the files in each volume,
and calculates the space-saving ratio from remapping a single file to each of the other volumes:
the ratio between the total size of the blocks that would be replicated and the blocks that would
be deleted from the file’s original volume. In each iteration, the file with the lowest ratio is
remapped. For example, if this basic greedy algorithm was applied to the initial system in
Figure 2.1(a), it would first remap file F} to volume Vs, with a space-saving ratio of 0, resulting
in Alternative 2 (Figure 2.1(c)). The process halts when the total capacity is reduced by a
predetermined deletion goal. This algorithm is not directly applicable to the general migration
problem because it does not consider traffic and load balancing.

Addressing the traffic constraint is relatively straightforward. In our extended greedy al-
gorithm we make it the halting condition: the iterations stop when there is no file that can
be remapped without exceeding the maximum allocated traffic. A small challenge is that a
file might be remapped in several iterations of the algorithm, while, in the resulting migration
plan, it will only be remapped from its original volume to its final destination. As a result, the
sum of traffic of all the individual iterations can be (and is, in practice) higher than the traffic
required when executing migration plan. This will not violate the traffic constraint, but will
cause the algorithm to halt before taking advantage of the maximum allowed traffic. Thus, we
heuristically allow the algorithm to use 20% more traffic than the original traffic constraint, to
prevent it from halting prematurely. We include this simple extension, without a load-balancing
constraint, in our evaluation.

Complying with the load-balancing constraint is more challenging. For example, if the
basic greedy algorithm reached Alternative 2 (Figure 2.1(c)), it could no longer remap any
single file to volume Vj without increasing the system’s capacity, and thus the system will
remain unbalanced with at least one empty volume. A naive extension to this algorithm could
enforce the load-balancing constraint by preventing files from being remapped if this increases the
system’s imbalance. However, such a strict requirement might preclude too many opportunities
for optimization. For example, for the initial system in Figure 2.1(a), it would only allow to
remap file F, to volume Vi, resulting in Alternative 1 (Figure 2.1(b)). The system would be
perfectly balanced, but the basic algorithm would then terminate without reducing its size at
all.

We address this challenge with two main techniques. The first is defining two iteration types:

15
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Figure 4.1: Overview of our extended greedy algorithm.

one whose goal is to balance the system’s load, and another whose goal is to reduce its size. We
perform these iterations interchangeably, to avoid the entire allocated traffic from being spent
on only one goal. The second technique is to relax the load-balancing margin for the early
iterations and continuously tighten it until the end of the execution. The idea is to let the early
iterations remap files more freely, and to ensure that the iterations at the end of the algorithm

result in a balanced system.

Figure 4.1 illustrates the process of our extended greedy algorithm. We divide the algorithm’s
process into phases. (0 Each phase is allocated an even portion of the traffic allocated for
migration, and is limited by a local load-balancing constraint. Each phase is composed of two
steps. @ The load-balancing step iteratively remaps files from large volumes to small ones, until
the volume sizes are within the margin defined for this phase, or its traffic is exhausted. @) The
capacity-reduction step uses the remaining traffic to reduce the system’s size by remapping files

between volumes, ensuring that volume sizes remain within the margin.

Each phase is limited by local traffic and load-balancing constraints, calculated at the
beginning of the phase. The phase traffic determines the maximum traffic that can be used
in each phase, and is roughly even for all the phases. The local phase margin determines the
minimum and maximum allowed volume sizes in each phase. It is larger than the global margin,
1, in the first phase, and gradually decreases before each phase, until reaching p in the last
phase. By default, our greedy algorithm consists of p = 5 phases. The phase traffic for phase 1,
0 < i < p, is 1/(p—i) of the unused traffic, and the phase margin for the first phase is u x 1.5. We
have observed that increasing the number of phases correlates with better size reduction, but
once the number of phases exceeds 5, there is usually too little traffic to ensure load balancing.
Based on this observation, we have set the default number of phases to 5 and all our evaluations

were done with this default value.

The load balancing step is the first step in each phase. In each of its iterations, the
volumes are sorted according to their sizes, and we attempt to remap files from the largest
volumes to the small ones. A file can be remapped only if some blocks will be deleted from its
source volume as a result. Namely, we look for a file to remap between a (source, target) pair
of volumes, where source is the largest volume and the target is the smallest volume for which
such a file exists. In each iteration, the amount of traffic required to remap the chosen file is
calculated, and the iterations halt when the maximum allowed traffic or allowed volume sizes

are reached.

The capacity-reduction step uses the remaining traffic allocation of the phase. It is
similar to the original greedy algorithm, but it ensures that each file remap does not cause the
volumes to become unbalanced. In other words, we can remap a file only if this does not cause
its source volume to become too small, or its target volume to become too large. Note that

the amount of traffic that remains for the capacity-reduction step depends on the degree of
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imbalance in the initial system. In the most extreme case of a highly unbalanced system, it is
possible for the load balancing step to consume all the traffic allocated for the phase. In this
case, the capacity-reduction step halts in the first iteration. For cases other than this extreme,
a higher number of phases can divert more traffic for capacity-reduction, at the cost of longer

computation time due to the increased number of iterations.
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Chapter 5

ILP Based Method

Our ILP-based approach is inspired by GoSeed [NSKY21], designed for the seeding problem,
where files can only be remapped from the source volume to the empty target volume. GoSeed
thus defined three types of variables whose assignment specified (1) whether a file is remapped,
(2) whether a block is replicated on both volumes, and (3) whether a block is deleted from
the source and moved to the target. These limited options resulted in a fairly simple set of
constraints, which cannot be directly applied to the general migration problem. The major
difference is that the decision of whether or not we can delete a block from its source volume
depends not only on the files initially mapped to this volume, but also on the files that will
be remapped to it as a result of the migration. Thus, in our ILP-based approach, every block
transfer is modeled as creating a copy of this block, and a separate decision is made whether or
not to delete the block from its source volume.

The problem’s constraints are defined on the set of volumes, files, and blocks, from the
problem statement in Chapter 3, the maximum traffic T},4,, and load-balancing margin p. We
define the target size of each volume v as w,, given as percentage of the system size after
migration. By default, w, =1/|v|. The constraints are expressed in terms of three types of
variables that denote the actions performed in the migration: zy denotes whether file f is
remapped from its source volume s to another (target) volume ¢. cps; denotes whether block b
is copied from its source volume s to another (target) volume ¢. Finally, dp, denotes whether
block b is deleted from volume v. The solution to the ILP instance is an assignment of 0 or 1
to these variables. The resulting migration plan remaps the set of files for which z ;s = 1 (for
some volume t), transfers the blocks for which ¢ = 1 to their respective target volume, and
deletes the blocks for which dy, = 1 from their respective volumes.

Constraints and objective. We model the migration problem as an ILP problem as
follows. For every two volume vg, vy € V, for every file f; € F we allocate a Boolean variable
Zist- Assigning 1 to x; means that f; is remapped from vg to v¢. For every block b; € B, for
every volume vy € V we allocate a Boolean variable d;s. Assigning 1 to d;s means that b; was
deleted from vs. For every block b; € B, for every two volumes vs, v; € V we allocate a Boolean
variable ¢;¢. Assigning 1 to ¢;s+ means that b; was copied from v, to v;. We annotate the initial
intersect of volumes a group of sets b; € intersects; means that in the b; € v, b; € vy.

We annotate size(b;) as the physical size of block b; and size(vs) as X, ey, size(b;). We

annotate Traf fic as the maximum allowed traffic for the migration plan.
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We model the problem constraints as a set of linear inequalities, as follows.

1.

10.

11.
12.

13.

All the variables are Boolean: 0 < x5 < 1,0 < d;js < 1,0 < ¢t < 1 for every f; € F,
b; € B and vs,v; € V.

. A file can be remapped to at most one volume: ¥,,cyX;ss < 1 for every f; € F and

vg, V¢ € V.

A block can only be deleted or copied from a volume it was originally stored in: If b; ¢ vs;
cist = dis = 0 for every b; € B and vg, v € V.

A Dblock can be deleted from a volume only if all the files containing it are remapped to
other volumes: If b; € f; and f; € vy; d;s < 715 for every b; € B, f; € F and vg, v € V.

. A block can be deleted from a volume only if no file containing it is remapped to this

volume: if b; € fi, fi € vs and f; & vy; dig < 1— x5 for every b; € B, f; € F and vs, v, € V.
Regard all intersect as having been copied: If b; € intersectss; c;s¢ = 1 for every b; € B
and vg,v; € V.
When a file is remapped, all its blocks are either copied to the target volume, or are
initially there: If b; € fi; x5 < Ypevcist for every b; € B and f; € F.
A block can be copied to a target volume only from one source volume: ¥ j ¢ rntersect, Cist <
1 for every b; € B and v, € V.
A block must be deleted if there are no files containing it on the volume:

1= {35 (1 =3, evXism) + Xy (%1,,ms)} for every vs, vy, € V and every fi,, € vp and
fis € vs.
A block cannot be copied to a target volume if no file will contain it there:

YseVCist < Xy eviev, Xist for every vy € V, every b; € B and f; € I so that b; € f;
A file cannot be migrated to its initial volume: X5 = 0 for every f; € F and vs,v; € V.
Traffic constraint: The size of all the copied blocks is not higher than the maximum allowed
traffic:
Eo.evEiev L, dintersects, Cist * size(b;) < Traf fic.
Load balancing constraint: For each volume v,

(wy — p) x Size(S') < size(v') < (wy + p) x Size(S’), where size(v') is the volume size
after migration, i.e., the sum of its non-deleted blocks and blocks copied to it:

(Wip) (size(V)+TotalVolumeChange) < newBlocks+oldBlocks < (Wi+p)*size(V)+
TotalVolumeChange. for every volume vy € V

(a) TotalVolumeChange: Shep * So,cv|—dis + So,cvibintensects,Cist

(b) newBlocks: Sy ey, gintersect.qCist * 5ize(b)

(c) oldBlocks: X, ey, (1 — dir * size(b;))
Objective: maximize the sum of sizes of all blocks that are deleted minus all blocks that are
copied. This is equivalent to minimizing the overall system size: Min(X;b; x Xy, cv|[—dis +

th €V,b;¢intersectsy Cist] )

Constraints 12 and 13 formulate the traffic and load-balancing goals, and constraints 8, 9,

and 10 ensure that the solver does not create redundant copies of blocks to artificially comply

with the load balancing constraint. This is similar to the constraint that prevents orphan blocks

in the seeding problem [NSKY21]. For evaluation purposes, we will also refer to a relaxed
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formulation of the problem without the load-balancing constraint. In that version, constraints

8,9, 10, and 13 are removed, considerably reducing the problem complexity.

The ILP formulation given in this paper is designed for the most general case of data mi-
gration, where any file can be remapped to any volume. In reality, the migration goal might
restrict some of the remapping options, potentially simplifying the ILP instance. For example,
we can limit the set of volumes that files can be migrated to by eliminating the x ¢y and cpg
variables where ¢ is not in this set. We can similarly restrict the set of volumes files can be

migrated from, or require that a set of specific files are (or are not) remapped.

Complexity and run time. The complexity of the ILP instance depends on |B|, |F|,
and |V |—the number of blocks, files, and volumes, respectively. The number of variables is
\VI2|F| + |[V|?|B| + |V| x | B|, corresponding to variable types Zfst, cpst, and dp,. Each of the
constraints defined on these variables contributes a similar order of magnitude. An exception
is constraint 13, which reformulates the system size, twice, to ensure each individual volume’s
size is within the required margin. Indeed, the relaxed formulation without this constraint is

significantly simpler than the full formulation.

We use two of the acceleration methods suggested by GoSeed to address the high complexity
of the ILP problem. The first is fingerprint sampling, where the problem is solved for a subset
of the original system’s blocks. This subset (sample) is generated by preprocessing the block
fingerprints and including only those that match a predefined pattern. Specifically, as suggested
in [HHS™19], a sample generated with sampling degree k includes only blocks whose fingerprints
consist of k leading zeroes, reducing the number of blocks in the problem formulation by 1/2* on

average.

The second acceleration method is solver timeout, which halts the ILP solver’s execution
after a predetermined runtime. As a result, the server returns a feasible solution that is not
necessarily optimal. We do not repeat the detailed analysis of the effectiveness of these heuristics,
which were shown to be effective in earlier studies. Namely, the analysis of GoSeed showed that
most of the solver’s progress happens in the beginning of its execution (hence, timing out does
not degrade its quality too much), and that it is more effective to reduce the sample size than
to run the solver longer on a larger sample, as long as the sampling degree is not higher than
k=13.

We have attempted a third acceleration method which we called additional sampling. The
third acceleration method is based on two observations. Firstly we observe that the more
solutions the ILP algorithm can check before a timeout, the closer the output solution would be
to the optimal solution. Secondly we observe that larger ILP models require more time from the
ILP solver to check each solution. Therefor large constraints that increase the size of the model
result in solutions with lower size reduction and reducing the size of the constraints would allow
for better solutions. While most constraints share the same complexity, constraint 11 (the load
balancing constraint) is more complex than the other constraints by an order of magnitude since
it reformulates the system size twice. By reducing the size of constraint 11 the ILP solver could
check more solutions before reaching a timeout and result in a solution closer to the optimal

solution.

Given the set of the original blocks of the system B,igina We create the sampled set of
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blocks according to the first acceleration method Bsympied € Boriginal, We then create a third set
Bosampled € Bsampied € Boriginat that we use only for constraint 11. This additional sampling
samples Bggmpied t0 create Bggmpieqs in the same way the first acceleration method samples
Boriginal to create Bgampied- We perform the sketching of the fingerprints based on the trailing
bits rather than the leading bits, to maintain the randomness of the sampling in a similar way
to the first acceleration method. Figure 5.1 shows an example of 4 block fingerprints. Given
Boriginal = {Bo, B1, B2, B3} and a sampling size of k = 1: Bgsgmpied = {B1, B2, B3} since those
are the only blocks in Boriginat Whose fingerprints have one leading zero. The additional sampling
of ¥’ = 1 would result in Bgampled = {By, B3} since among the blocks in Bggmpieq only By and
B3 have one trailing zero. Using k = 1, k" = 2 will result in Bygmpiear = {Bs} while k = 2,k =
will result in Bggmpiear = { B2}

This method did not achieve the desired result of improving the migration plans’ quality or
reducing the runtimes. In our implementation, by default, this acceleration method is not used.

We further explain our results in section 6.5.
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Chapter 6

Evaluation

There are essentially two questions we want to answer: How do the algorithms compare on the
final system size, load balancing, and runtime? And how are the various system and problem
parameters affecting the performance of different algorithms? Here we describe our evaluation

setup and the experiments we conducted in order to answer those questions.

6.1 Experimental Setup

We performed our experiments on a server that has the following specifications: Ubuntu 18.04.3,
128GB DDR4 RAM (with 2666 MHz bus speed), an Intel Xeon Silver 4114 processor running at
2.20GHz, one Dell 240GB TLC SATA SSD, and one Micron 5200 Series 960GB 3D TLC NAND
Flash SSD.

The file system snapshots we used for creating the systems in our evaluation were derived
from four different datasets. Two of these were used in GoSeed [NSKY21]: the UBC dataset
[MB11, SNI] and the FSL dataset [FSL].UBC’s dataset contains the file systems of 857 Microsoft
employees, and we used the first 500 file systems of this dataset (UBC-500). The FSL dataset
consists of snapshots of Stony Brook University’s FSL Lab’s student home directories. The data
we used (Homes) comes from nine weekly snapshots from nine students between August 28 and
October 23, 2014. They were created using variable sized chunks with Rabin fingerprints, with
an average chunk size of 64KB.

For the purpose of this evaluation, we took the remaining sets of snapshots from [ESSY22]
where two snapshots were created based on the Linux version archive [Lin]. Linux-all includes
all versions from 2.0 to 5.9.14, with each snapshot presented as a file in our model. Linux-skip
contains only every fifth version, meaning that it contains 5x less logical data, but has similar
physical data size. We have created these two snapshots with an average chunk size of 8KB.

The six systems we compared are built to emulate a deduplication system where duplicates
are detected only within a single volume, the systems are listed in Table 6.1. For the systems
created from UBC or Linux snapshots, an equal number of arbitrary snapshots were assigned to
each volume. For example, in the case of 5 volumes using UBC-500, each volume was assigned
100 snapshots as files. Using FSL (Homes) snapshots, systems were created so that each volume
contains all the snapshots of either a group of users or a group of weeks. In Homes-weeks each

volume presents a set of three weeks and contains all users’ snapshots of those three weeks. For
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System Files V| Chunks | Dedupe Logical
UBC-500 500 5 382M 0.39 19.5 TB
Homes-week | 81 3 19M 0.38 8.9 TB
Homes-user 81 3 19M 0.16 8.9 TB
Linux-skip | 662 |5 /10| 1.76M | 0.12 /0.19 | 377 GB
Linux-all 2703 5 1.78M 0.03 1.8 TB

Table 6.1: System snapshots in our evaluation. |V| is the number of volumes, Chunks is the number of
unique chunks, and Dedupe is the deduplication ratio—the ratio between the physical and logical size of
each system. Logical is the logical size.

Homes-users, each volume contains all snapshots of three users over a given week.

6.2 Implementation

We ran the three algorithms using a sample of fingerprints [HHS™19] in order to reduce memory
consumption and runtime. We calculated all the results with a sampling degree of kK = 13 unless
otherwise stated. We took the migration plans created on the sampled systems and emulated
them on the original system using our calculator which we implemented in a similar fashion
to the one used in [NSKY21]. First, the calculator calculates the initial volume sizes by their
blocks. Second, the calculator simulates the file movements according to the migration plan.
Third, the calculator calculates the final volume sizes by their blocks. Finally, the calculator
infers for each volume the size that has been removed and the size that has been added. We
made our evaluations with T},., values of 20%, 40%, and 100% of the correlating system’s initial
size, and p values of 2%, 5%, 10%, and 15% of the system’s final size. Unless explicitly stated,
we’ve done all the evaluations with a timeout of 6 hours, however this timeout was only ever
reached by the ILP algorithm.

Load balancing is the most limiting constraint and often in conflict with size reduction.
For that reason, in addition to the evaluations we have done on the algorithms as described in
chapters 5, 4, and in section 2.3, each algorithm has a relazed version in which load balancing

is not taken into account. These are marked in the evaluation with the (R) symbol.

6.2.1 Greedy

In order to calculate space-saving ratios efficiently, we maintain a reference-count matrix of size
V x B. The matrix cell [v,b] contains the number of files in volume v that includes block b.
Using this data structure, calculating the space-saving ratio for migrating a file to a volume
can be done by reading the file’s original snapshot and simulating the migration of blocks in
accordance to the migration of files. Every iteration either terminates the algorithm or chooses
one file for migration. Each time a file is chosen for an iteration, [v,b] is updated according to
the snapshot of that file for all blocks included in the file and for both the source and target
volumes.

The Greedy algorithm works as follows: first, the input file systems are parsed into the
reference count matrix representing the initial state of the system. After creating the initial
state of the system, the algorithm alternates between load balancing phases and optimization
phases. We have implemented greedy in C++ and are providing the source code online in [KK].

The greedy algorithm uses few resources, requiring only a single thread to run and maintaining
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a simple data structure in memory.

6.2.2 ILP

As previously explained in Chapter 5, our ILP based method parses the input system into an
ILP model and then uses an ILP solver to solve it. The ILP algorithm then takes the solver’s
solution and parses it into a migration plan. In our implementation we used the commercial
Gurobi optimizer [Gur| as the algorithm’s ILP solver. We used Gurobi’s C++ interface for
the creation of the ILP model and the translation of the solution to migration plans. Many of
the model’s constraints require block intersections between volumes. A data structure called
intersects__source__target__blocks is created for the intersections to improve model creation. In
intersects__source__target_blocks cell [v1,vs] contains an array of all the IDs of all the blocks
that volume v; and vo share in the initial stage. In our evaluations we show the average results of
three random seeds. These seeds effect the order in which the Gurobi solver checks the possible
solutions to the model, resulting in different solutions in cases of timeout. The ILP program
consists of 1860 lines of code. The code includes the ingestion of the system into a model and
the translation of the solver’s solution to a migration plan. The code is available online [KK].
ILP requires a lot of resources and scales well with a large number of threads. We used 38
threads in our evaluation. The ILP model is extremely memory intensive and each addition
to the amount of blocks or files increases the model size and the memory requirements of the

algorithm to create the model.

6.3 Basic comparison between algorithms

6.3.1 Deletion

A migration plan’s deletion corresponds to the deleted physical size’s percentage of the initial
system’s physical size. Figure 6.1 show the deletions in our experiments. In cases of timeout in
ILP the optimal solution may not have been found. This is indicated in the graph with a red x
next to the ILP column. The graph has been split into two groups: systems starting with a high
load balancing score: Linux and Homes-week systems, and systems with a low load balancing
score: Homes-users and UBC-500 systems. A higher load balancing score in the initial state of
the system results in better deletion.

As expected, Greedy produces the smallest deletions. Greedy even increases the system’s
size by replicating blocks to ensure load balancing for Home-users. There is an interesting case in
UBC-500 with T},q. = 100%, where Greedy achieves better deletion than both ILP and Cluster.
This occurs because UBC-500 contains few dependencies between files, negating the advantages
of Cluster’s heuristics and ILP’s search for an optimal solution over Greedy.

Despite ILP providing the theoretically optimal solution, there are cases where the clustering
algorithm outperforms ILP in terms of deletion. In cases where ILP reached the timeout, like
in Linux-all, this can be explained by ILP returning the best solution before the timeout, which
is not yet the optimal solution, as ILP had terminated (had reached timeout) before finding it.
However in Homes-week and Linux-skip this is because ILP’s optimal solution to the sampled

system translates worse to the original system than Cluster’s heuristically based solution.
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Figure 6.2: Resulting balance of all systems and all algorithms (with and without load balancing con-
straints. k =13 and p = 2%).

suffering more from over fitting to the sampled system than Cluster. ILP seeks the optimal
solution, whereas Cluster uses the sampled system heuristically. This solution upon translation
to a migration plan in the original system is outperformed by Cluster’s less over fitted solution.

In UBC-500 with Tyne: = 20%, ILP shows a clear advantage over the other algorithms.
This case is both the largest in terms of data and contains the least amount of migrations that
maintain the constraints. The limited options are better utilized in the ILP algorithm which
searches for the optimal solution rather than searching heuristically. In the case of UBC-500
with Tpee = 100% the effect of the timeout becomes even more apparent. The high traffic
allocation allows for significantly more solutions to examine, resulting in a migration plan that
is further than the optimal one when timeout is reached.

The relaxed version of the algorithms consistently shows better deletions. This is due to not
having to trade deletion for load balancing, two aspects of migration that are at odds with each
other. The most extreme example of this is seen in Homes-users, where the Greedy algorithm
had to increase the size of the system to maintain the load balance. In the relaxed algorithm
where no load balancing constraint existed, the best migration plan was found to be migrating

nothing, as any migration would increase the size of the system (thus resulting in 0% deletion).

6.3.2 Load Balance

In figure 6.2 we show the balance achieved by each algorithm. With a tolerance margin of u = 2%
and five volumes, the balance should be at least 18/22 = 0.82 yet this value is not necessarily
reached. In the case of the Greedy algorithm, greedy might exhaust its maximum allowed
traffic, creating an incomplete migration plan that can be unbalanced. In the cases of ILP and
Cluster, the migration plans given as output do meet the required balance, however they do so

for the sampled system. When applied to the original system the load value is not necessarily
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maintained. This is most prominent in the Linux systems where some files (i.e, entire Linux
versions) are represented in the sample by only one or two blocks. Despite limiting the solutions
to be within the load balancing tolerance margin, the solution applied to the original system
not only deteriorates the load balancing score but violates the required load balancing tolerance
margin. Their relaxed versions result in highly unbalanced systems, sometimes resulting in
empty volumes. In the relaxed greedy algorithm, extreme load imbalances are avoided. This is
an unintentional advantage of the greedy algorithm’s inability to plan ahead. Objectively, if no
load balance constraint exists, the migration of data to a single volume would result in the most
size reduction. The greedy algorithm which works with one file at a time does not necessarily

converge to transferring all files it can to a single volume.

6.3.3 Runtime

In Figure 6.3 we show the runtime of each algorithm (note the log scale of the y-axis). Greedy is
able to generate a migration plan in 20 seconds or less, in all our experiments. ILP takes longer
than an hour and often reaches our six hour timeout, because ILP attempts to solve an NP-hard
problem. An exception to this are the Homes systems which contain the least amount of files,
decreasing the size of the ILP model considerably. Cluster usually has shorter runtimes than
ILP, with the exception of Home-users, yet still has relatively long runtimes. However, Cluster’s
runtime can be reduced by decreasing the number of executions in the clustering process (180
in our evaluations).

The relaxed version of Greedy has longer runtimes than its original version. This is due to
two reasons: 1) fewer limitations allow for more iterations before no legal migration remains;
2) without a load balancing constraint all phases become optimization phases, in these phases
Greedy checks all legal migrations, resulting in longer average iteration runtimes. In the case
of ILP and Cluster the relaxed versions terminate faster by one or two orders of magnitude. In
ILP this is due to reducing the model’s complexity. In Cluster the removal of the load balance
constraint allows it to terminate with a single attempt rather than attempting multiple times

to meet the load balance constraint.

6.3.4 Implications

Our basic comparison leads to several notable observations

(1) ILP has a clear advantage over Greedy. This was not the case in previous studies
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Figure 6.4: Linux-skip system with 5 volumes, u = 2%, and two sampling degrees: k = 8, 13.

that examined simple cases of migration, i.e., seeding [NSKY21] and space reclamation [NK13].
When we examine the general migration plan, it seems the increased complexity of the problem
increases the gap between the greedy solutions and the optimal solutions.

(2) Despite the premise of optimality in the ILP-based approach, it fails to yield better results
than Cluster. Cluster has comparable results and may even outperform ILP. We conclude that
in most cases Cluster is the more efficient approach. However, in cases where a migration plan
must be created with highly restrictive constraints ILP finds significantly better solutions in
terms of size reduction.

(3) While the load balancing constraint conflicts with the size reduction objective, its effect
on the size reduction is usually small. The effect the load balancing constraint has on size

reduction depends on the file similarity degree and load balance of the initial system.

6.4 Sensitivity to problem parameters

6.4.1 Sampling degree

In figure 6.4 we show the deletion, load balance, and runtime of all algorithms with two samples
of the Linux-skip system. We used the sampling degree of £k = 13 and & = 8 to generate
the small and big samples, respectively. The Greedy algorithm benefits the most from having
larger samples, achieving better deletion since larger sampling sizes allow it to detect more size
reduction opportunities. This has the opposite effect on ILP-increasing the sample size reduces
the size reduction; this is because increasing the model size results in less solution being checked

before a timeout is reached.
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Figure 6.5: Deletion in UBC-500 system, p = 2%, increasing timeout values

We repeated the ILP execution on the large sample with an increased timeout of twelve
hours - figure 6.5. This resulted in a minor improvement of the output quality in cases where
constraints were limiting 7}, = 20 and in a major improvement in cases where the constraints
were lenient 1,4, = 100. This is due to lenient constraint allowing for more solutions which the
ILP solver needs to go over thus increasing the impact of the timeout. Cluster returns similar
results for both sample sizes.

All the algorithms achieve better load balancing when run on the larger sample size (k=8),
because the load-balancing constraint is enforced on more blocks, and thus more accurately
translates to the original system. However increasing the sample size increases the runtime by
several orders of magnitude. Greedy’s runtime scales better than ILP and Cluster when the

sample size is larger.

6.4.2 Time limit

To analyze the effect of the timeout value on ILP, we generated a migration plan for the UBC-
500 system with p = 2% and different values of T}, repeating the experiment with increasing
timeout values, between 3 and 48 hours. The results, presented in e 6.5, show that the effect of
the timeout depends on the space of feasible solutions. In this example, increasing 1,4, increases
the number of solutions that meet the traffic constraint, respectively increasing the number of
solutions that the ILP solver must consider when searching for the optimal solution. With
Traz = 20, approximately eight hours are required to find the optimal solution, and increasing
the timeout beyond this time had no effect. The solutions found within three and six hours
were already very close to the optimal one. With T;,,,, = 40, increasing the timeout beyond six
hours carried diminishing returns, indicating that the solution is likely very close to the optimal
one. In contrast, with T;,., = 100, the solution keeps improving even after 48 hours, due to the
very large solution space. These results are consistent with the analysis of GoSeed in [NSKY21]
which showed that the majority of the solver’s progress is typically achieved in the first half of
its overall runtime. As we increased the problem’s complexity (by increasing Tjnq, we increased
the time required for the solver to complete its execution, thus increasing its benefit from longer

timeouts.
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Figure 6.6: UBC-500 system with k& = 13 and different load balancing margins.

6.4.3 Load balancing and traffic constraints

In figure 6.6 we show the deletion, load balance, and traffic consumption of all three algorithms
on the UBC-500 system with different values of Tj,4; and u. UBC-500 shows the highest
sensitivity to changes in the constraints due to the low similarities between its files. Increasing
Trmar resulted in improved deletion across all three algorithms and resulted in more traffic
consumption. Allowing more traffic allows for more migration to occur. While a lower load
balancing tolerance u does achieve better load balancing, it has a diminishing effect on the size

reduction, albeit only by a small amount.

6.4.4 Number of volumes

In figure 6.7 we show the deletion and runtime of all three algorithms on the Linux-skip. The
columns named 4, 5, 6, 10 refer to four different distributions of Linux-skip’s files into columns.
The system presented under the name four is a system with an initial amount of 5 volumes,
which is required to migrate to a final state with 4 volumes. The system presented under the
name five is the default system in our evaluations where there are 5 initial volumes and 5 final
volumes. The system presented under the name six is a case where an additional empty volume
is provided to the system for the migration. The system presented under the name ten is a case
where the initial system consists of 10 volumes instead of our default 5, and 10 final volumes.
Similar deletions are achieved when one volume is added or removed, due to the high similarity
between Linux versions. When the initial number of volumes is 10 more duplicates exist in the

initial stage which allows for more deletion opportunities.
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Figure 6.7: Linux-skip with different numbers of target volumes with T}, = 100,k = 13, u = 2%.
We can see an increase in runtime when there is an increase in the number of volumes. As
before, the Greedy algorithm scales better in terms of runtime when we increase the problem
complexity. In the case of adding or removing a volume Greedy spends more time on the faster
load-balancing step and requires less time. In all cases the runtime for 10 volumes was longer
than for 5 volumes because there are more file migration options to consider. This is most
significant in ILP where increasing the volume size increases the model size and the runtime.

All algorithms managed to generate migration plans for varying volumes.

6.5 Additional sampling

We evaluated the effectiveness of additional sampling on two systems, UBC-500 and Linux-skip,
with four initial sampling degrees (k) and four additional sampling degrees (k). We use u = 20%
as in the rest of the experiments. Figure 6.8 shows the results for the UBC-500 system. With
Tinaz = 20, the solution obtained with &k = 13 was close to optimal. Nevertheless, the additional
sampling relaxed the constraints to allow more efficient solutions. Note that increasing the initial
sampling to k = 14,15 had a similar effect.

With Ther = 100, where the solution space is initially very large, the effect of additional
sampling was different with different initial sampling degrees. With £ = 12 the solution space
became so large that the deletion decreased with k' as a result of the solver timing out farther
from the optimal solution. With k = 13, the solver found a better solution with an internal
sample of k = 1 but increasing k' reduced the quality of the solution. With k = 14,15 the
initial sample was small enough to prevent these negative effects. In general, increasing the
additional sampling degree increased the solver’s runtime and reduced the system’s balance,
when compared to migration plans without additional sampling.

Figure 6.9 shows the results for the Linux-skip system. Recall that this system is much
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Figure 6.8: Deletion, balance, and runtime of UBC-500 with different additional sampling sizes with
different values of Tyq., K, andk’.
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mined that no solution meets the problem’s constraints (infeasible).
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smaller, with some files represented by as few as one or two blocks in the initial sample with
k = 13 We thus used smaller initial sampling degrees for this system. Nevertheless, additional
sampling resulted in an unfeasible ILP problem (i.e., there is no solution that satisfies its con-
straints) when the combined sampling degrees were too high: k£ = 11,12 with &’ = 3 and k = 13
with &' = 2,3. This is the result of some files having a size of zero in the load-balancing con-
straint. As in the UBC-500 system, increasing the additional sampling degree increased the
solver’s runtime and reduced the system’s balance, except some anomalies due to the aggressive
sampling.

We conclude that additional sampling is not an effective acceleration heuristic: it increases
the space of feasible solutions without reducing the number of variables in the ILP instance. As
a result, it increases the time required to find an optimal solution instead of reducing it. For
a large system, it is more effective to increase the initial sampling degree. Doing so reduces
the size of the problem (rather than its complexity), resulting in shorter runtimes and better
migration plans. However, in systems with small files, care must be taken not to reduce the size
of the sampled system excessively, as this might result in an unfeasible ILP instance, or have

negative effects on the system’s balance after migration.
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Chapter 7
Conclusions and open questions

We formulated the general migration problem for storage systems with deduplication, and pre-
sented two algorithms for generating an efficient migration plan. Our evaluation showed that
the greedy approach is the fastest but least effective, and that despite ILP’s premise of opti-
mally, the clustering-based approach has comparable results. Greedy’s migration plans can be
improved by using larger sample sizes. This is because Greedy both has short run times and
scales well in terms of run times. In the case of highly restrictive constraints on traffic and load
balancing, ILP results in the most optimal migration plan given enough time. In most cases it
is preferable to use the clustering-based approach.

Both our algorithms can be applied to more specific cases of migration, allowing further
optimizations in the future. For example, thanks to its short runtime, we can use Greedy to
generate multiple plans with different traffic constraints to allow multiple choices between the
tradeoffs these constraints have. In another specific case, files need to be migrated together since
they are logically dependant, for example all the files of a specific user. This specific case can be
solved without modifying the algorithm, simply by representing all the files of a single user as a
single file. In a more difficult case where the logically dependant files do not start in the same
volume, an addition of a constraint for dependant files can be inserted, forcing the solution to
migrate dependant files to the same volume.

Our ILP model created for the problem we presented in this work is highly restrictive in
terms of possible migrations. However, relaxations could be applied to the model in order to
reduce the size of the model. Future works could explore relaxations to our model and their
effects on ILP both in runtime and in possible improvement of the results due to a more heuristic
approach, as we've seen is preferable.

Despite the fact that the migration problem presented in this work makes no assumptions
regarding the system other than deduplication, there is a more general problem scenario where
data is dynamically added or deleted to the system, as opposed to remaining static as it is in
our model. The migration problem of dynamic systems is likely to be more difficult to apply to
the ILP based approach than to the Greedy approach, since it requires a model for the entire
system to be applied.

The different advantages and disadvantages in the three algorithms presented in this work
might motivate a hybrid algorithm for migration, one that utilizes the strengths of all three

algorithms. The simplest implementation of this would be prepossessing the system to infer
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which algorithm would be best suited for it and then using the unaltered algorithm that was

chosen.
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